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We consider pursuit-evasion differential games between inertial players (a pursuer and an
evader) whose controls are subject to integral constraints. The pursuer is believed to have
captured the evader when their positions coincide. The key method used to provide a win for
the pursuer in the pursuit differential game is the parallel pursuit strategy (in brief, the II-
strategy). We obtain sufficient conditions for the solvability of pursuit-evasion problems.
Furthermore, we investigate Isaacs’ “life-line” game in favor of the pursuer in the case
of the identical initial velocities of the players. Here, the main lemma characterizing its
monotonicity property provides an analytical formula for the players’ meeting domain. This
paper extends and continues the works of R. Isaacs, L. A. Petrosyan, B. N. Pshenichnyi,
N. Yu. Satimov, the authors of this article, and other researchers.
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1. Introduction. Differential games constitute a special class of problems for conflict-
controlled dynamic systems described by differential equations. In 1965, the concept of
“differential game” was first introduced by American mathematician R. Isaacs [1]. From
then onward, L. S. Pontryagin [2], N. N. Krasovskii [3], L. A. Petrosyan [4-6], A. Fried-
man [7], N. N. Krasovskii and A. I. Subbotin [8], L. D. Berkovitz [9], B. N. Pshenichnyi [10],
A. 1. Subbotin [11], A. A. Chikrii [12], J. Lewin [13], N. Yu. Satimov [14], and many other
researchers developed the ideas of Isaacs and contributed to the development of differential
game theory.
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Differential games have a distinctive interest in pursuit-evasion problems due to seve-
ral specific features, such as the complexity of problem statements and their applications
to practice (see e.g. [1-14]). Notably, Isaacs applied the method of characteristics to the
Hamilton — Jacobi equation to solve differential games. This method demands strict condi-
tions on the data of a game and can only be justified in special cases. Therefore, examining
concrete examples in the theory of differential games is particularly important. One of such
examples is known as Isaacs’ “life-line” game with simple player dynamics. R. Isaacs stu-
died this game when the life-line subset is a half plane [1, Problem 9.5.1]. At a later time,
L. A. Petrosyan [4, 5] considered the “life-line” game in a more general context using an
exclusive strategy referred to as a parallel pursuit strategy (or, briefly the Il-strategy).
Using the support function of the set-valued map, A. Azamov solved the “life-line” game
analytically for the case of multiple pursuers and one evader when the players have diffe-
rent speeds [15]. Afterwards, applying the II-strategy in pursuit problems and development
of the “life-line” game can be traced in [12, 16-19].

Pursuit-evasion problems in the differential game with integral constraints on players’
controls have been considered in several works [14, 16, 18, 20]. Studying the problems
associated with inertial players is more intriguing and more complex than simple pursuit
differential games. Furthermore, there are many applications of differential games, for
example, in motions of ships, bathyscaphes, missiles, drones, and others [2, 8, 14, 21-23].
B. T. Samatov et al. [23] studied pursuit-evasion differential games with inertial players
under geometric constraints on controls, and they also looked at Isaacs’ “life-line” problem
from the pursuer’s point of view.

In this paper, we analyze pursuit-evasion problems in a differential game with inertial
players (a pursuer and an evader) whose controls are subject to integral constraints. The
main tool used to provide winning for the pursuer in the pursuit problems and in the “life-
line” problem (for the case of equal initial velocities of the players) is the II-strategy. Using
this strategy, necessary and suflicient conditions for completing the pursuit problems are
obtained, and a set of meeting points for the players is constructed. When solving the
“life-line” problem for the pursuer, the main lemma regarding the monotone decrease (by
inclusion) of the players’ reachability set over time is proved. Furthermore, illustrative
example are given for the meeting domain of the players.

2. Statement of the problems. We study a differential game with two players,
called the pursuer and the evader, in space R".

Let a parameter € R™ (respectively, a parameter y € R™) designate a position of the
pursuer (the evader). Then, assume the pursuer begins its motion from an initial position
2o and with an initial velocity x1 in accordance with the dynamics

i=u, z(0)=x0, &(0)=ua, (1)

where the parameter u € R" is the acceleration vector that serves as the control of the
pursuer. Ultimately, the temporal change of the vector v must be a measurable function
u(*) : Ry — R™

Definition 1. A measurable function u(-) = (u(t),t > 0) is called an admissible
control for the pursuer, if the integral constraint

¢
/t—s|u (s)|?ds < p3, po>0, t=0, (2)
0

holds.
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From now on, the class consisting of all admissible controls u(-) for the pursuer will
be denoted by Uj.

Similar to the above, the evader begins its motion from an initial position yo and with
an initial velocity y; in accord to the dynamics

?j =, y(O) = Yo, y(O) =Y, (3)

here the parameter v € R™ is the acceleration vector that serves as the control of the
evader. Similarly, the temporal change of the vector v must be a measurable function
v(+) : Ry —» R™

Definition 2. A measurable function v(-) = (v(t),t > 0) is called an admissible
control for the evader, if the integral constraint

t
/t—s|v )?ds < o3, 09>0, t=0, (4)
0

holds.

Here and subsequently, the class consisting of all admissible controls v(+) for the evader
will be denoted by V7.

The number pZ (respectively, o3) embodies the maximum quantity of a resource of
the pursuer (respectively, the evader).

For the sake of simplifying the calculations, we will introduce the following reductions:
Z2=2—Y,20 = %o — Yo,21 = &1 — y1. Then systems (1) and (3) reduce to the form

Z=u—wv, 2(0)=z2p, 2(0)=2z. (5)

Summing up from the new denotation introduced above, we can express the main
goals of the players, that is, the primary objective of the pursuer is to catch the evader,
i.e., to specifically achieve the equality z(t) = 0 from the given initial values zp and z;
in the shortest time ¢t. For the evader, the main goal is to maintain the relation z(t) # 0
for each t € [0,+00), and if this is impossible, then put back the occurrence of capture.
Additionally, we suppose that zy # 0 at the start of the game.

Definition 3. A map u : V; — Uy is said to be a strategy of the pursuer, if the
following conditions are fulfilled:

a) (Admissibility) for each control v(-) € V7, the inclusion w(v(-)) € Uy is satisfied;

b) (Volterranianity) for every vy (-),v2(-) € V1 and ¢, t > 0, the equality v1(s) = va(s)
a.e. on [0,¢] implies u1(s) = uz(s) a.e. on [0,¢] with u;(-) = u(v;(+)), i =1, 2.

Definition 4. We call a strategy u(v(-)) the parallel convergence strategy (II-stra-
tegy), if for arbitrary v(-) € V the solution z(t) of the initial value problem

Z=w(v(t)) —v(t), 2(0)=z20, 2(0)= 2z,
can be expressed as
2(t) = zol'(t, v(-)), T(0,0()) =1, ¢>0,

where T'(¢,v(+)) is a scalar function.

Obviously, I'(t,v(-)) also satisfies the Volterra property in Definition 3.

Definition 5. It is said that the pursuer wins by using the Il-strategy on a finite time
interval [0, T, if for any v(-) € V7,
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a) z(#) = 0 at some instant 6 € [0, T;
b) u(-) € Uy, where

if 0<t<9,
) = u(v(t)), 1 0<t<o
0, it 0.

The number T is called a guaranteed capture time in the pursuit problem.

This paper is dedicated to investigating the following games where the controls u(-)
and v(+) of the players are subject to the integral constraints:

Game 1. Solve pursuit-evasion problems in the differential game (1)—(4) for the case
of linear dependence of the vectors, which are the difference in the initial states and the
difference in the initial velocities of the players.

Game 2. Solve the differential game with “life-line” in the case of the identical initial
velocities of the players.

3. Pursuit-evasion problems in Game 1. In this section, we consider the pursuit-
evasion problems in the differential game (1)—(4) for the case where the vectors zo and z;
are collinear, which means there is a finite number k£ such that

z1 =kzo, keR \ {0} (6)

Here we assume that & is not equal to zero, because in the next section we will consider
the pursuit problem for the case of kK = 0. As a result of (6), when choosing admissible
controls u(-) € Uy and v(-) € V, the solution z(t) of the initial value problem (5) will

have form
t

z(t) = 2o + kzot + /(t — 8)(u(s) — v(s))ds. (7)
0

3.1. Implementing a Il-strategy to the pursuit problem. Next, we will define
the Il-strategy based on the existing works [5, 6, 10, 15, 16] and take a sufficient condition
for the occurrence of pursuit in the case (6). To construct the Il-strategy, suppose that
the pursuer is aware of the initial date zg, po, 00, the finite number &, and the value v(t)
at the current time t.

Let’s introduce the following new constants for simplicity of our calculation:

P — b _ Po— 00

Y /’[/ )
|20 \/§|Zo|

and let’s set

§= a = —=2kd|zol(p — k), b=28z0|(p—k)(2u—k),

Y (v) =

Y« (v), if po =00 and k <0,
v*(v), if po>o0pand 0 <k < p,

where

2
1 (0) =§+<v,§o>+¢ (3+0.e) +o ©)

. § 5 2
Y (’l)) - 75 + <1},§0> + \/(5 + <va§0>) =+ ba (10)
and & = zo/|20l, (v,&o) is the inner product of the vectors v and &, in R™.
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Definition 6. The control function

up(v) = v — Y (v)éo, (11)

is called the II-strategy of the pursuer in the pursuit problem of Game 1.

In general, the scalar function ~x(v) is termed the resolving function in the pursuit
problem. Now, we present the following important property for strategy (11) and resolving
function (8).

Lemma 1. Let pg > o¢ and k € (—oo, 1) be satisfied. Then the function i (v) is
well-defined, non-negative for any control v(-) € Vi and, what’s more, the equality

o JWPP+om(v) +a, if po>o0 and k <O,
(w2 = 4", . (12)
[v]* = 0y (v) + b, if po> 00 and 0 < k < p,
18 met.
Let
L.(t), if po = o0¢and k <0,
Cr(t) =19, .
(), if po > o0 and 0 < k < p,
where
t |6 o (5 oo >2 a
T.(t) =1+kt — S TG - 2L) 42
" w1 v YT e
and

b
T*(t) =1+ kt - —t2
0 - Jr|0| 4 \/— \/ +4

Proposition 1. If py > 0 and k € (—oo, 1), then there exists at least positive root
of the equation
Tr(t) =0,
and we denote by T} the smallest positive root, where Ty, = 1/(u — k).
Consider the scalar function

mwm=um~iﬂwmmww (13)
ol J

with respect to ¢, ¢t > 0. Usually, the scalar function T'(t,v(-)) is called the convergence
function of the players in the pursuit problem for any v(-) € V.

Lemma 2. Let Proposition 1 be satisfied. Then the convergence function (13) is
bounded on time interval [0,Ty] as follows:

0 < Tr(t,v(-) < Tk(t).

P ro o f. Clearly, T';(0,v(-)) = 1.

a). First of all, suppose that po > 0¢ and k < 0, then the convergence function (13)
is monotonically decreasing in ¢, ¢ > 0. From the form (9), it is not difficult to show that
~«(v) is increasing with (v, &y). For this convergence function, we may write estimates

t

Cr(t,v(-) <14kt — L min /(t — 8)7x(v(s))ds <

|20] v(heV:
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1 5 5 2
gl—l—kt—wo/(t—s) §—|v(s)|+\/(§—|v(s)|) +a)ds,

or, in the short form

t

Te(t,v() <1+ kt— =l min /go(s)w(g(s))ds, (14)

|Zo| v(-)EVT
0

where 1 (0(s)) = o(s) + \/0*(s) +a, o(s) =6/2— |v(s)| and ¢(s) =t — s (s € [0,]).
Here, ¢(s) is a non-negative and continuous function. Thus, by the convexity of 1/1(9(5)),
we can use the Jensen inequality for the integral in (14), i.e.,

: : J o(s)o(s)ds
/ o(s)(o(s))ds > / p(s)dsy | L | (15)
0 0 {s@(S)dS

As a consequence of (15), the right side of (14) takes the form

Tu(t,0() < 1+ kt — ﬁf(t,w), (16)

here f(t,w) = w+ /w? + t4a/4 and w = §t% /4 — fot(tf s)|v(s)|ds. Tt is clear that f(t,w) is
a monotonically increasing function with respect to w. Considering the Cauchy — Schwartz
inequality and taking account of the constraint (4)

. . /2, 1/2

— s)|v(s)|ds — 8)ds —8)v(s)|%ds 20
O/<t J[o(s)lds < O/<t )d O/<t MoPds| <% a)

for w, we can estimate the function f(¢,w) in the form

a 5 go 5 go 2 a
F(t,w) > Wmin + 4 w2, 4+ —t4 = =12 — 44 [ [ =12 — ==t | + -4
( ,W) w wmln 4 4 \/§ <4 \/5 ) 4

From an estimation of the function f(¢,w), we obtain the results for the right side of (16):

— t 0 (o) 1) 0'0)2
Celt,v()) <14kt —— |t — —+4/( =t ——) +-t2|,

Du(t,0() < Tu(8): (18)

b). Let pg > 0¢ and 0 < k < p. Then the convergence function (13) increases up to
the time 7, where

Klzo] = / 7 (u(s))ds
0
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and decreases for all ¢ > 7. Due to the view of function (10), it is clear to check that
function v*(v) is monotonically increasing with (v, £y). Consequently, for the convergence
function (13), we may write estimates

t

_ 1
Ix(t,v(- 1+ kt — — min /t—s *(v(s))ds <
wlt0() < |ZO|U<>ev,O< W (0(s))

<14kt I/ ~ Ju(s )|+\/<g|v(s)|)2+b ds,

_ 5 2
Cr(t,v(-)) < 1+kt+|z|/ |()|—\/<§+|U(s)|) +5b | ds. (19)

By introducing the new notation, which is analogous to that in (14), for the functions
within the integral in (19) and examining these functions, it is not difficult to see that the
Jensen inequality (15) and the Cauchy — Schwartz’s inequality (17) also hold in this case.
Therefore, we find the following results:

or

t ) g0 ) g0 2 b
Ly (t, (- Ltkt+— |-t+ =4/ t+—F72]| +-t2],
(te()) < Jzf |47 V2 (4 ﬁ) 4

Du(t,0() < T*(8): (20)

Based on Proposition 1, the right-hand sides of inequalities (18) and (20) vanish at
the time t = T},. Hence, we can express

0 < Tr(t,0() < Tw(t)

on the time interval [0, Tx] and this completes the proof. O
Theorem 1. Let Lemma 1 be met. Then the pursuer wins by employing the I1-stra-
tegy (11) during the time interval [0, Ty], where Ty, is defined by Proposition 1.
P r o o f. Let the evader choose an arbitrary control v(-), v(-) € V, and let the
pursuer employ Il-strategy (11). Then, by virtue of (7), we obtain the function

t
z(t) = zo + kzot — / t — s)vi(v(s))&ods,
0

or we can write it down as result
2(t) = zoLk(t, v(")). (21)
Taking into account Lemma 2, T (t,v(-)) < T'k(t) and T'y(T}) = 0, there exists time 0 €

[0, T] depending on v(-) € V such that ['y(6,v(-)) = 0 for all pg > 0¢ and k € ( — oo, ).
Thus, by virtue of (21) the desired result z(6) = 0, i.e., (6) = y(9) is obtained.
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It remains only to check that II-strategy (11) is admissible for each ¢ € [0, 0]. By (13)
I'x(0,v(-)) = 0 implies that

[
[0 9ntots)ds = zal(1+ ko), (22)
0

Due to (4), (12), (22) and assuming 6 € [0, Tj], for pg > 0 and k < 0, we can write

0 0

0
(0 — s)|ux(v(s))|*ds = /(9 — s)|v(s)|?ds + 5/( — s)vk(v(s))ds + a/
0 0

0

o— .

92
< 0 + 6|20/ (1 4 k6) — ﬁk5|zo| <P

In the same manner, for py > 0¢ and 0 < k < p, we can write

0

/e_sm >>|2d8=/<9—S>'”<S)'2d5“g/9<9_5”’“ de/e
0 0 ’

0

2 65|20 2 2 2 2
o5 —0lzol(1 4+ kO) + —— (k—i— ) 205 — pg + 20| z0] = pg-
Ty Ty
Thus, strategy (11) is admissible. O
3.2. FEvasion problem. In this subsection, the evasion problem will be considered.
To address this problem, it is necessary to introduce the concept of the evader’s strategy.
In this case, as with the pursuer’s strategy, it cannot be defined as a map U; — V; that
satisfies the Volterra property, as this leads to an encounter with a vicious circle. If the
control vector of the evader satisfy geometric constraints, its strategy can be chosen in
the form of a constant vector as games of considering type [16, 18]. However, in the case
of integral constraints being considered in our work, the constant strategy is not viable.
To overcome this obstacle, we use L. A. Petrosyan’s concept of an information-delayed
strategy with the appropriate modification (see [5, p. 169]). In this context, we choose
a simpler approach by constructing a concrete strategy for the evader. This strategy is
defined so that, at each current time ¢, the pursuer’s control values are accepted with
a delay of the amount 7, where 7 is a sufficiently small positive number, that is, vicious
circle won’t occur. For this purpose, we take the function v(u) = —|u|l&y (§0 = 20/|20]|) as
the evader’s strategy. Now, let the pursuer select any optional control u(-) € Uy. Then the
function that acts as described below

0 if 0<t<T,
t)=<" 23
V(1) { o (23)

is determined.

It can be said that the evader’s strategy uses only the values of the control u(-) of the
pursuer in the interval [0,¢ — 7| for each current ¢, ¢ > 7. Unlike in [5], in our case, the
strategy operates continuously, not over the intervals [0, ), [, 27), [27,37). Obviously, if
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the initial values are given zg, 21, then the corresponding trajectory z(t) is to be defined
by the formulas

¢
z(t) = zo + kzot + /(t —s)u(s)ds, if 0<t<T, (24)
0

t

2(t) = zo + k2ot +/ (t — s)u(s)ds — /(t —s)V[u(s —7)]ds, if t>=T. (25)
0

T

Theorem 2. Let these conditions py < 09, 0 < T < V/2|20|/po and k = po/v/2|20| be
met. Then the evader wins by using the strategy (23) in the time interval [O +00).

P r o o f. Suppose that the pursuer begins its motion with a control u(-) € Uy, and
let the evader make use of the control (23). In view of (24), we have

t
|2(t)] = |z0(1 + kt)| — /(t— s)|u(s)|ds. (26)
0
To commence, we will prove that evasion is feasible for every t € [0,7). The ensuing

calculations, derived from the Cauchy —Schwartz inequality, the integral constraint (2),
and the second condition of Theorem 2, support this

t t t

tpo _ Tpo
(t — s)|u(s)lds < t — s)ds t—s)|u(s)|?ds < —= < < |z
Je=oueias< | [e=sis | [¢-spupa< B < <),

0 0 0

We can infer from this and from (26) that |z(¢)| > |z0|kt > 0.
Next, we will now demonstrate the possibility of evasion throughout the time interval
[1,400). In view of (25), we have formula

t t

12(8)] > zo(1+kt)—/(t—s)v[u(s—T)]ds} —/(t—s)|u(s)|ds. (27)

T 0
By leveraging inequality (27), we can see that

t t

|2(t)] = |z0|(1 + kt) + /(t —8)|u(s — 7)|ds — /(t — 8)|u(s)|ds =
T 0
— Lsol(1 4+ kt) + /(t—s—7)|u(s)|ds— /(t—s)|u(s)|ds— /(t—s)|u(s)|ds,
0 0 t—1
or in conclusion,
201> ol 4 k0~ 7 [ Ju(o)lds — [ 6= 9lus)lds. (25)
0 t—1
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Applying the Cauchy — Schwartz inequality to the integrals on the right-hand side of (28),
taking into consideration inequality (2), and, from the condition 0 < 7 < v/2|zg|/po we
yield the following relations:

t—T1 t—T1 t—T1
1 t
/ lu(s)|ds < / T ds /(t — s)|u(s)?ds < poy/In —,
-5 T
0 0 0

and

TPo
/(t—s>|u< s < 228 < o)

Consequently, inequality (28) assumes the form

por (Voo [
|z(t)|>ﬁ< - 172>. (29)

According to k > po/v/2|20|, inequality (29) guarantees that |z(t)| > 0 for every t > 7

To complete the proof, let’s make sure the admissibility of the strategy (23) in the
time interval [7,400) (it is clear to see in the time interval [0,7)). If u(-) € Uy is an
optional control of the pursuer, then according to the first condition of Theorem 2, it is
derived from (4) that

t

¢ ¢ t—r
/ (t—s)|v-(s |2ds:/(t—s)|u(s—7)|2ds: /(t—7—s)|u(s)|2ds<p%<o§. O
0 T 0

4. The differential game with “life line” problem.
4.1. Pursuit problem in the case z; = 0.
Definition 7. In the differential game (1)—(4), the function

uy(v) = v —0(v)&o (30)

is called the II-strategy of the pursuer for the case z; = 0, where

Y0(v) =max{0,0 +2(v,&)}, & = z0/lz0], = (p5 — 03)/lzl-

In line with the previous discussions in [18], let us consider the following assertion for the
strategy (30) and the resolving function o (v).

Lemma 3. If § > 0 holds, then the function vo(v) is well-defined and nonnegative for
any control v(-) € V1, and, what’s more, the equality

|uo (v)]* = [v]* + 570(v), (31)

15 met.

Suppose that the evader picks some admissible control v(-) € Vy, and in response,
the pursuer adopts the function wuy(v(t)). By virtue of the equations (1) and (2), we can
determine the trajectories of both the pursuer and evader:

¢
z(t) =x0 + 1t + / (t—s) (s))ds, (32)
0
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t

y@=m+w+/Wﬂw®® (33)

0
and their residual resources
t
p(t) = po — /(t —8)|uo(v(s))|*ds,  p(0) = pg, (34)
0
t
o) =af - [t 9e(s)Pds,  a(0)= . (35)
0

respectively.
Let us examine the scalar function

1 t
dem»=1—Ea!@—@w@@Ms (36)

with respect to ¢, t > 0.

Let po > o0¢. Then scalar function (36) is called the convergence function of the
players in the pursuit game for the case z; = 0 and for any v(-) € V7, this function is
monotonically decreasing in ¢, t > 0. We can express the subsequent approximations for
this convergence function:

t

To(t,v(-)) <1— € min /(t — s)max {0,6 + 2(v(s), &)} ds <
|Zo| v(-)EVT
0
¢ ¢
<1- ﬁmax O,5/(t —s)ds — 2/(t — 8)|v(s)lds
20
0 0

Applying the Cauchy — Schwartz inequality (17) to the integral in the last expression and
in light of constraint (4), we find that the function [o(#,v(-)) is bounded from above by
the function Iy(t), i.e.,
Lo(t, v(-)) < To(t), (37)

here Tg(t) = 1 — 1/|20| max {0, 6t?/2 — V200t } .

Theorem 3. If pg > og, then for the case z1 = 0, the pursuer wins by using I1-stra-
tegy (30) on the time interval [0, Ty), where Ty = v/2|20|/(po — 00).

P r o o f. We previously established that the trajectories (32), (33) are generated by
an arbitrary control v(-) € V of the evader and II-strategy (30) of the pursuer, and thus,

¢

because of (7), for the case z; = 0 (k = 0), we find z(t) = 20 — [(t — s)y0(v(s))&ods,
0
alternatively, we can record it in the following format:

2(t) = zLo(t, v(+)). (38)

Taking into account the inequality (37), it can be easily verified that I'o(Tp) = 0. So, we
find 6y € [0,T] depending on v(:) € V; such that I'(6y, v(-)) = 0. Hence, by virtue of (38)
the desired result z(6y) = 0, i.e., x(6p) = y(Ho) is obtained.
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To complete the proof, we must verify the admissibility of II-strategy (30) for each
t € [0,60]. From (31)

0o 0o

[0 Slun(ots)Pds = [ 60— s)lots |2ds+6/ o — s)r0(v(s))ds < o3 + 8]z0] = p3.

0 0

O
For py > 09, the pursuer applies II-strategy (30). Then, for all ¢ € [0, )] and for the
functions (34), (35), by (31) we form

o) — o(t) = g — o —5/ (t = $)v0(v(s))ds = 3]z0|To(t, v(-)). (39)

4.2. A meeting domain of the players. The current subsection is devoted to
investigating the dynamics of the meeting domain of the players in the pursuit game for
the case z1 = 0 (1 = y1) and the “life-line” game problem of R. Isaacs.

Let the quadruplets (x, y, p, o) describe the current state of the game at some moment
in time ¢, where x # y. The set Q(:c, Y, Py a) is defined as the set of all points w where the
pursuer moving from the position z and consuming the resource p should encounter the
evader moving from the position y and consuming the resource o, i.e.

Q(:c,y,p,a) = {w: |w—:17| > \/p/a‘w—y‘}. (40)

For p # o, the boundary of set (40) is Q (z,y,p,0) = {w Vw—z| = +/p/o|w —y|},
which is known as Apollonius’ sphere. The center and radius of this sphere are

C(z,y,p,0) = (py —ox)/(p—0), R(x,y,p,0)=+/polx —yl|/(p— o).

We mentioned that for any control v(-) € V1 and for the II-strategy (30), the triplets
(yo,y1,v(-)) and (zo,z1, uo(v(:))), uo(v(-)) € Us generate the trajectories of the players
(32) and (33) while ¢ € [0, 6], 0 < 8y < Tp, where 6y is the encounter time of the players,
which the equality x(6y) = y(6p) holds. Accordingly, by means of (40), for each quadruplet
(x(t),y(t), p(t),o(t)), t € [0,00], we define the following multi-valued mapping:

Qe (t), (1), p(0), 0 (1) = {0 | = 2(0)] > VoD oD — (1)},

or

Q(x(t),y(1), p(t), 0(t)) = C(x(t),y(1), p(t),0(t)) + R(x(t),y(1), p(t), (1)) S, (41)

as long as o(t) > 0 on [0, O]

On [0,6o], it is obvious that the inclusion y(t) € Q(z(t),y(t),p(t),o(t)) is valid.
From (38) and (39), the view of the multi-valued mapping Q(z(t), y(t), p(t), o(t)) (41)
can be expressed as

p(t)o(t)

Q1) y(1), (1), 0(1)) = (1) + YLD g A0 e g )

here S is the unit ball whose centre is at the origin of the space R™.
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Lemma 4 (Petrosyan type lemma [5]). The multi-valued mapping Q(t) — txq,
t € [0, 6], is monotonically decreasing with respect to the inclusion, i.e. if t1, ta € [0, 00]
and t1 < tg, then
Q(fl) —tiz1 D Q(fz) —toxy,

),0(1)).
t

where Q(t) = Q(x(t), y(t), p(t
) = p(t)/o(t), and let us start with the inequality

Proof. Let a(t) = p(

2

; t 2 t
<\/a(t) —1/@> 0/|U(s)| ds—i—é\/a(t)o/%(v(s))ds > 0.

Add the quantity 4( fo lv(s |2ds) +46 fot [v(s)|?ds fot 7o (v(s))ds to both sides of this

inequality, from the view of function 7o (v) and according to the Cauchy — Schwartz ine-
quality, then we find

; ¢ ) ¢
<\/a(t)+”m> 0/|v(s)| ds+5\/a(t)0/'yo(v(s))ds
¢ 2 t ¢ t t 2
(/|v(s)|2ds) +5/|v(s)|2ds/'yo(v(s))ds >4 §0/|v(s)|2ds+5/v(s)ds
0 0 0 0

0

WV

As a result, we can formulate the inequality

WV

<M+ 1>Oj|v |ds+w_/%

a(t)

2<§0/t|v(s)|2ds+6/tv(s)ds,1/;>,

for all ¢ € R™, || = 1. Due to (31), it is easy to calculate that

_2% <\/T ﬁ)ﬁ |d+5\/7/ ))ds =

= <\/a(t)—|— %) /|v(s)|2d8+(5\/a(t)/vo(v(s))ds
0 0

From here, we obtain
p t t
_E p(t)a(t) = <€0/|’U(S)|2d8+6/’1}(8)d8,’¢>, (43)
0 0
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for all » € R™, || = 1. By Il-strategy (30) and from (31), we have

t

<§0/t|v(s)|2ds+5/v(s)ds,1/)> —
0 0

¢
~ (60.%) / () Pds + 5( / uo(v()ds, ) = ~(6as ) 0(0) + 8 [ wa(u(s))ds. ),
0
or, taking into account (43), we find

o0 ® > {60, 0) 3 plt) + / uo(v(s))ds. ). (44)
0

For arbitrary ¢ € R™, |¢| = 1, the multi-valued mapping Q(z(t), y(t), p(t),o(t)) — tzy has
a support function (see [24])

F((a(t), y(t), p(t), o (1)) — tar, ) = sup (w, ).
weQ(2(),y(1),p(1),0()) ~tar

On the strength of the properties of the support function, we use (32), (42) to calculate
the derivative of F (Q(z(t),y(t), p(t),o(t)) — tx1,v) with ¢, i.e.,

d

ZF (Q(a(t), y(8), p(8), 0(1)) — twr, ) = iF(Q(x(t),y(t),p(t),a(t)),w) — (a1, ) =

= %F (:co +ait+ /(t — s)ug(v(s))ds + MS‘ — @&mﬁ) — (21,7) =

0
/ wo(0(5))ds, ) + 3(5,1) /P00 — {60, ) ().

Considering (S, 1) = 1 (see [24, p. 33]), from here and from (44), we derive the following

results:
d

th(Q( (1), w(t), (1), o (1)) — b4, ) =
d
Nds, ) + /(00 (E) — (€0, ¥ 2p(t)| <0,

0
for any ¢ € R™, || = 1. This finishes the proof of Lemma 4. 0

Corollary. From Lemma 4, it can be concluded that:

a) Q(z(t),y(t), p(t),o(t)) € Q(zo,y0, po,00) + ta1 at each ¢ € [0, Oo);

b) y(t) € Q(z0, Yo, po, 00) + tay for all ¢ € [0, 6] is met, where

£000 P%
Q(x0,y0, po, 00) = To + TS =3 &o-
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Definition 8. The set

To

- (anyOaPOaUOaTO) = U {Q($an03p0500) +t$1}
t=0

is called the meeting domain of the players in the pursuit game for the case x1 = y1, where
Ty is the guaranteed capture time.

Let W be the closed subset of R", and let for the case x1 = y; the differential
game (1)—(4) with the “life-line” W be studied.

Definition 9. We say that the Il-strategy (30) provides winning for the pursuer in the
“life-line” game on the time interval [0, Tp], if there exists such a time moment 6y € [0, T]
that the conditions

a) o(0) = y(0):

b) y(t) ¢ W for all ¢ € [0, 6] are valid.

Theorem 4. Let pg > oy and Q* (:Eo,yo,po,ao,To) NW = 0 for the case x1 = y;.
Then the pursuer wins by using I-strategy (30) on the time interval [0, Ty] in the “life-line”
game W, where Ty = \/2|20|/(po — 00).

P r o o f. The proof immediately follows from Theorem 3, Lemma 4, Corollary. [

5. Example of meeting domain in the case of multi-pursuer and one evader.
Let’s take a look at the multi-player game below:

t

@ =uy, 2(0) = 240, 4:(0) =9, /(t — 8)|u(s)|*ds < v,
0

t
i=v O = i0) =0, [(-su)Pds<1,
0
where v; > 1, k = 0, 250 # yo, @ = 1,m, §; = (v; — 1)/|zi0|- Considering Lemma 4 and
Corollary, we write the relationship

m

y(t) € ﬂ Qi(wio, yo) + 1Y,

i=1
here
Qi(zi0,Y0) = ®io + VviS/0i + vi&io /i, &0 = zio/|zi0l,

and S is the unit ball centered at the origin in R%2. We can define the players’ meeting
domain in the following way:

0

T
Q}Sl ..... Pm(xianoa'l?,TO) = U
t=0

IDE

Qi(z40,y0) + t0

)

i=1

where Tp = min;_1; {V2lzi0l /(i = 1)} .

6. Conclusion. In this paper, we have discussed the pursuit-evasion problems in
a differential game with inertial players under integral constraints on controls. Pursuit
problems have been solved by separating them into two cases. In the first case, there was
a linear dependence of the difference between the players’ initial state vectors and their
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initial velocity vectors, while in the second case, the initial velocities were the same. The
key method employed to achieve the pursuit is the II-strategy. Furthermore, the meeting
domain of the players is constructed by applying the Il-strategy for the case, where the
players have the identical initial speeds and we have considered the “life-line” game in favor
of the pursuer for this case.

When solving the evasion problem, a specific strategy for the evader has been proposed
with delayed information, and sufficient conditions for its solvability have been obtained.
In the future, we can generalize the proposed method to more general linear and nonlinear
conflict-controlled systems with various control constraints.

Acknowledgments. We wish to thank Prof. B. T. Samatov for discussing this paper
and for providing some useful comments.
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AuddepeniiuanbHasi urpa ¢ MHEPIUOHHBIMN UTPDOKAMU MPU MHTETPATIbHBIX
OTPAaHWYEHUSIX HA yNpPaBJIeHUS

A. A. Asamos', M. A. Typeynboesd®

I Uucruryr Matemaruxu um. B. M. Pomanosckoro Akasiemun nayk Y3sbexucrana,
V36ekucran, 100174, Tamkent, yi. YHuBepcuTeTckas, 9

2 HamaHraackmit TOCy/IapCTBEHHBIN YHUBEDCUTET,
V36ekucran, 116019, Hamanran, yiu. Yitau, 316

Has uurupoBauusi: Azamov A. A., Turqunboeva M. A. The differential game with inertial
players under integral constraints on controls // Bectauk Canxr-Ilerep6yprckoro yHuBepcuTeTa.
IIpuknagnas maremaruka. Mudopmaruka. [Iporecest ynpasaenus. 2025. T. 21. Boem. 1. C. 122—
138. https://doi.org/10.21638 /spbul0.2025.109

Paccmarpusatorcst puddepenimaababie UTPHI IPECIeI0BaHNsI-yOeranust Ipu MHTErPATBHBIX
OrpaHMYEHHsIX C MHEPIMOHHBIMK UIDOKaMu (IIpecsiesioBaresib u yberarommii). B ciydae cos-
MMajIeHusl TIO3UIIMHA UTPOKOB CYUTAETCs, YTO yberarommuii 3axsadeH npecieaosareaeM. OCHOB-
HOIl METOJI, MCIOJIb3YEMBIl JIsi IpecaenoBaTesis B auddepeHInaabHoil urpe mpecaeaoBa-
HYISI, — 9TO CTpaTerusl NapajleJbHOro npecienosanus (kparko, II-crparerus). Ilosyuenst
JOCTATOYHBIE YCIOBHUS JJTsT PA3PENNMOCTH 33139 IpecaeoBannsi-yoeranus. Kpome Toro, mc-
CJIEIyeTCS UIPa «JIMHUS KU3HU» AM3eKca B M0JIb3Y IIPECJIE0BATENSl B CJIyIae OIUHAKOBBIX
HavaJbHBIX CKOPOCTEN UIPOKOB, B KOTOPOIl aHAIUTHYECKasi (popMyJia /it 06J1aCTU BCTPEYH
WUTPOKOB JJaHa OCHOBHOM JIEMMOIi, XapaKTepU3yIoleil ee CBOCTBO MoHOTOHHOCTH. [IpOoBemen-
Hasg paboTa pacimupsieT u npojgoskaer Tpyabl P. Aiizekca, JI. A. Ilerpocauna, B. H. Ilue-
wuanoro, H. FO. CarumoBa, aBTOPOB 3TOM CTATbU U JPYTUX HCCIIEI0BATEEH.

Kmoueswie crosa: muddepeHnuanbHas UTPa, MPECIeI0BATENb, YOETraonuil, CTpaTerusi, urpa
«JIMHUST KUIHU>.
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