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This study is devoted to the application of methods of applied statistics to the study of
investment attractiveness of regions of China. Methods of applied statistics are widely used
in various engineering research, medicine, economics, sociology, astronomy, ecology, physics,
information technology, etc. statistical tools is an integral part of the study. Data taken
from the World Bank website and the China Statistical Yearbook. The main topic of this
research is: What factors are most strongly associated with investment attractiveness in the
economy of modern China? Such a study can only be carried out based on the analysis of
economic data, especially in the conditions of the modern digital economy. Consequently, the
problem under consideration belongs to the field of applied mathematics. First of all, need to
choose a mathematical model and research method. This paper uses the method of regression
analysis - one of the most important methods for analyzing economic data. Regression models
are mathematical models built from empirical data. Observations (empirical data) are the
numerical data on the level of investment in the regions of China, as well as the numerical
values of various factors. For each year, a multiple regression model is built using the least
squares method, its statistical significance is checked, statistically significant factors are
selected (statistically significant coefficients for the factors correspond to them). Calculations
are carried out in Excel and SPSS, using subroutines and. Mathematical functions, but at
the same time, an algorithm for analyzing the initial data based on a stepwise regression
algorithm has been developed, in which only one factor with the least significant coefficient
(maximum p-value (t)) is discarded at each step and then an algorithm for choosing the most
important factors for investment attractiveness was developed, the essence of this algorithm
is that the regression models are compared for each year and how many times each factor
was included in the model is calculated algorithms can be attributed to the application of
methods informatics in this work. The choice of the most important factors that determine
the level of investment attractiveness is made to solve the problem of managing the economy.
Attracting investments is important for the effective development of every region, every city,
every district. With the receipt of significant investments, it is possible to solve the problems
of economic and social development. Determination of the most important factors will make
it possible to most effectively solve the problem of managing the economic development of
each region, each city, each district.
Keywords: investment attractiveness, stepwise regression algorithm, multiple linear regres-
sion models, significant coefficients, least squares method.

1. Introduction. Over the past decade, there has been a significant change in the
combination of political and economic forces in the world, which has affected not only
the single national economy of the country but also the economies of all countries and
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regions of the world. The international business environment includes various factors,
such as social, political, regulatory, cultural, legal and technological ones that surround
a business entity in different sovereign countries. There are exogenous factors associated
with the internal economic environment of each country. These factors influence not only
the decision-making process about the use of resources and opportunities, but also the
country’s attractiveness for international business. Our purpose is to identify the most
important factors related to investment attractiveness [1].

Firms have no control over the external business environment. Therefore, the success
of an international company depends on its ability to adapt to the general environment. Its
success also depends on the ability to regulate and manage the internal characteristics of
the company to take advantage of the opportunities presented by the external environment.
In addition, a company’s ability to control various threats posed by the same environment
also determines its success. The term “country’s attractiveness” is often discussed in the
international business community. It is crucial to consider attractiveness before we move
on to discussing the environmental factors [2].

A country’s “attractiveness” is an indicator of a country’s attractiveness to interna-
tional investors. In international business, investment in foreign countries is the essential
aspect. Therefore, firms want to determine the appropriate level for a country in terms
of its external business environment. International business firms assess the risks and pro-
fitability of doing business in a given country before investing in and starting a business
there. This judgment involves examining environmental factors to arrive at a decision.
Business prefers a less costly, more profitable, and less risky country. Cost considerations
are related to investment and profitability depends on resources. To summarise, a more
stable country in terms of political, social, legal, and economic conditions is an attractive
place to start a business [3].

2. The foundation for building the model. This study consists of building several
empirical models based on statistical data to identify the degree of influence of certain
socio-economic factors on investment attractiveness. Research objects are regions of China.

The purpose of the work includes the following points: the selection of statistical
factors influencing the “investment attractiveness” indicator; building a Multiple Linear
Regression Model; verification of the estimate of the quality of the model using the coeffi-
cient of determination and the corrected coefficient of determination; check the significance
of the equation and coefficients for factors; analysis of the received data.

Investment attractiveness models are built under the following assumptions. Prima-
rily, the volume of investments per region characterizes the level of investment activity,
therefore, the level of investment attractiveness. Another is that the level of investment
attractiveness depends on several indicators (factors) reflecting the social, financial, eco-
nomic, legal and geopolitical characteristics of the region.

3. Logarithm investment attractiveness model. We try to establish the following
econometric model:

ŷt = b0 + b1x1,t + b2x2,t +3 x3,t + b4x4,t + b5x5,t +
+ b6x6,t + b7x7,t + b8x8,t + b9x9,t + b10x10,t,

(1)

where t is year number, t = 1, . . . , 10; ŷt is logarithm of the estimate of the volume of
investments in the current year; x1,t is electricity consumption; x2,t is average per capita
money income in the current year; x3,t is debt on loans provided by credit institutions
to legal entities in the current year; x4,t is the cost of fixed assets in the current year;
x5,t is research costs in the current year; x6,t is the amount of work performed by the
type of activity “Construction” in the current year; x7,t is the number of enterprises and
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organizations in the current year; x8,t is retail trade turnover in the current year; x9,t is
GNP per capita in the current year; x10,t is unemployment rate in the current year (in
percent) [4].

For each year with numbers t (t = 1, . . . , 10), there is information on individual regions
(a total of 26 regions that have a high level of investment): y1,t, . . . , y26,t are the level of
investments in the regions; i = 1, . . . , 26, i is the region number.

According to the information for the year with numbers t, a regression model is
constructed using the least squares method (1):

26∑
i=1

(yi,t − b0 − b1xi,1,t − b2xi,2,t − · · · − b10xi,10,t)
2 → min

b0,...,b10
. (2)

The method of multiple linear regression was used to carry out the calculations. Using
the “regression” tool of the “data analysis” add-in in MS Excel, we will perform a regression
analysis of the available values of the y and x.

The first step is to build the logarithm investment attractiveness of China’s regions
model by checking data assumptions: normality, linearity, and heteroscedasticity. From
the first assumption all of the variables in our research must have a normal distribution.
The normal distribution can be seen by the histogram graph, plot Q — Q ∗), kurtosis, and
skewness. If the distribution of data is not normal, we need transformation. In our research
all data has a normal distribution. Then multiple linear regression should have a linear
relationship between the response variable and the controlled variables. The third assump-
tion in multiple linear regression is that any data should be free from heteroscedasticity,
wich will happen whenever there is an interruption in the model that is not fulfilled. If
the important variable in the model is missing, hence heteroscedasticity will happen.

3.1. Multiple regression model for 2017. The first row of the Table corresponds
to a model that includes all factors for which R2 = 0.935, therefore, according to the initial
data, approximately 94 % of the variation in the studied indicator y can be “explained” by
the influence of a combination of factors contained in the model (see Table). Taking into
account the penalty imposed for a large number of explanatory variables, R2

adj = 0.892,
that is the regression equation determines 89 % of the variance of the dependent variable
(within the observed values of y). The multiple correlation coefficient R = 0.967, which is
extremely close to 1, which means that there really is a close relationship between y and
a number of factorial features x1, x2, . . . , x10.

Тable. The dynamics of select final model by backward elimination stepwise

Variable x R R2 R2
adj F -value P (F )∗

1, 2, 3, 4, 5, 6, 7, 8, 9, 10 0.967 0.935 0.892 21.81 3.7254·10−7

1, 2, 3, 4, 5, 6, 7, 9, 10 0.967 0.935 0.899 25.85 6.9766·10−8

1, 2, 3, 4, 5, 6, 7, 9 0.967 0.935 0.905 30.89 1.1947·10−8

1, 2, 3, 4, 5, 6, 9 0.967 0.935 0.910 37.13 1.9585·10−9

2, 3, 4, 5, 6, 9 0.964 0.930 0.908 42.50 5.1728·10−10

2, 3, 5, 6, 9 0.958 0.919 0.899 45.69 2.8909·10−10

∗ If P (F ) < α, then the regression model is considered statistically significant at a given significance level.
For the analyzed model, P (F ) = 3.72 · 10−7(less 0.05).

∗) In statistics, a Q —Q (quantile— quantile) plot is a probability plot, which is a graphical method
for comparing two probability distributions by plotting their quantiles against each other.
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We conclude that the assessment of the quality of the regression model, which includes
all factors, is quite high, it has high statistical significance according to Fisher’s criterion
(P (F )) and well approximates y according to the initial data.

Let’s set the level of significance at α. Within the framework of statistical research,
traditionally α = 0.05 [5, 6].

We will sequentially exclude factors that correspond to statistically insignificant esti-
mates of the coefficients until all of them become significant for a given α [7].

The last row of the table corresponds to the final model obtained by the stepwise
regression process. For 2017 we have

y = 10712.19− 0.45x2 − 6.704x3 − 0.00263x5 + 0.7599x6 + 1.2368x9.

3.2. Multiple regression models. By analogy with the process of building the final
regression model for 2017 discussed above, we will build models for each year in the period
from 2008 to 2016:

for 2008 (P (F ) = 2.38 · 10−17):

y = 1687.516− 0.10266x2 + 0.966363x4;

for 2009 (P (F ) = 4.36 · 10−13):

y = 4642.47− 0.268x2 + 0.924488x4 + (3.96 · 10−5)x6;

for 2010 (P (F ) = 3.01 · 10−12):

y = 4682.416− 0.22744x2 + 1.067083x4;

for 2011 (P (F ) = 4.51 · 10−13):

y = 6043.807− 0.28657x2 + 0.888326x4 + (4 · 10−5)x6;

for 2012 (P (F ) = 2.14 · 10−12):

y = 8342.07− 0.34x2 + 0.878616x4 + (5.32 · 10−5)x6;

for 2013 (P (F ) = 2.61 · 10−12):

y = 10791.72− 0.3948x2 + 0.913893x4 + (5.94 · 10−5)x6;

for 2014 (P (F ) = 5.79 · 10−12):

y = 7537.944− 0.33494x2 + 0.960512x4 + (5.52 · 10−5)x6;

for 2015 (P (F ) = 2.87 · 10−12):

y = 8714.362− 0.3407x2 + 1.034456x4 + (6.82 · 10−5)x6;

for 2016 (P (F ) = 3.10 · 10−11):

y = 9857.724− 0.38742x2 + 1.123665x4 + (5.95 · 10−5)x6.

4. Result and discussion. Data obtained from the World Bank [8] and the China
Statistical Yearbook [9] takes inflation into account (all quoted at comparable prices).
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The key point of applied statistical research is the interpretation of the results ob-
tained. After processing the obtained data, the mathematical model of the relationship
between annual investments in the region and several factors characterizing various aspects
of its socio-economic potential should be interpreted in terms of the economy.

In the statistical analysis of China’s investment attractiveness, a multivariate regres-
sion model was built based on the method of step-by-step removal of unimportant factors
based on data for 2008–2017. For 26 regions of China with the largest investments in
2018, 10 regression equations were built. Compare how several socio-economic indicators
have changed each year over the past decade, and their cumulative effect has significantly
influenced the average cost of investment. The results are shown in Figure.

Figure. Regression result

Factors correspond to the columns of the Figure (for clarity, each factor is associated
with a certain cell color), rows correspond to sets of exogenous variables of the final
regression model for the corresponding year. At the bottom of the Figure for the k-th fac-
tor (k = 1, . . . , 10), the number of inclusions in the regressors of the final models built for
2007–2016 is indicated. The number in the far right column of the Figure is the number
of explanatory variables in the final model for the corresponding year.

As for the factor x2, it is included in all models, that is, this factor (socio-economic
indicator) has a continuous impact on the formation of regional investments from 2008 to
2017. The fact is that, the factors x1, x7, x8, x10, excluded from the regression equation
means these indicators will hardly affect the volume of investments in this period.

Factor x2 is average per capita money income is included in all models. It is shown
that monetary income per capita is an important factor affecting investment attractiveness
and has a positive impact on investment attractiveness.

The next most frequent variable is x4, which is the cost of fixed assets. It is quite
logical that the cost of fixed assets is one of the important factors affecting the investment
attractiveness of the country and occupying an important place in the socio-economic
plan of the country as a whole. However, investment growth slowed in 2017, increasing
by 7.5 % in the first three quarters and declining by 0.7 % year on year. Investment
operations are showing new signs of “stability positive changes” in the number of indicators,
such as sources financing, investments in the civil industry, investments in equipment
manufacturing. Currently, economic benefits from investments have significantly decreased,
fiscal consolidation is holding back public and infrastructure investments, financial cuts in
financing costs, the real estate market has slowed down, some investments in the sector
continue to decline, and other problems more noticeable [10].

The factor x6 is also important in the regression variables, which is the amount of
work performed by the type of activity “Construction”. It is likely that the construction
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market grew in the studied regions during the period under review. Apparently, many
consider real estate investment to be one of the most reliable. The absence of the factor x6
in the model for 2008 and 2010 may be associated with the peak point of the 2008 crisis
and high economic risks.

5. Conclusion. In general, the results obtained allow us to conclude that the unstable
economic situation in the world at the micro and median levels of the country significantly
affects the formation of investment prerequisites. Equally important is the current stage
of the industrial cycle [11]. Indicators of economic risk are especially important in the
pre and post-crisis periods, but in the context of stable exports, a significant increase
in industrial profits, strong investment demand for scientific and technological reforms
and the accelerated development of new individual investments, the volume of investment
attraction should continue to grow.
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Статистический анализ инвестиционной привлекательности регионов
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Настоящее исследование посвящено применению методов прикладной статистики к изу-
чению инвестиционной привлекательности регионов Китая. Данные, используемые в ра-
боте, взяты с веб-сайта Мирового банка (The World Bank) и Китайского статистического
ежегодника (China Statistical Yearbook). Основной темой такого исследования является
выявление наиболее значимых факторов, связанных с инвестиционной привлекатель-
ностью экономики современного Китая. В статье используется регрессионный анализ,
который относится к наиболее важным методам анализа экономических данных. На-
блюдения (эмпирические данные) представляют собой числовые данные об уровне инве-
стиций в регионах Китая, а также числовые значения различных факторов. На основе
данных каждого рассматриваемого года построена модель множественной регрессии
методом наименьших квадратов, проверена ее статистическая значимость и выбраны
статистически значимые факторы (им соответствуют статистически значимые коэффи-
циенты при факторах). Разработан алгоритм анализа исходных данных на основе ал-
горитма пошаговой регрессии, в котором на каждом шаге отбрасывается только один
фактор с наименьшим значимым коэффициентом (максимальным P (F )). Суть этого
алгоритма заключается в том, что окончательные модели регрессии сравниваются для
каждого рассматриваемого года и рассчитывается время включения каждого фактора
в окончательные модели. Выбор наиболее важных факторов, определяющих уровень
инвестиционной привлекательности, производится для решения задачи управления эко-
номикой.
Ключевые слова: инвестиционная привлекательность, алгоритм пошаговой регрессии,
модели множественной линейной регрессии, значимые коэффициенты, метод наимень-
ших квадратов.
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