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The optimization approach is applied to the synthesis and optimization of nonlinear real-
time feedback optimal control system of a certain Maglev platform. To optimize the nonlinear
control law, the integral functional criteria is minimized, which evaluates the quality of the
dynamics of not one trajectory, but an ensemble of nonlinear trajectories of the system. The
considered ensemble of trajectories covers the entire area of the engineering gap between the
platform and the guide rails. In this area the magnetic forces provide highly nonlinear effects
due to the considered design features of the object. At the same time, it is required to provide
the stabilization within the entire engineering gap. It makes this statement to be a multi-
input nonlinear control problem. The components of the feedback control law vector have
a polynomial form of the state-space variables. As a result of computational optimization
of trajectories ensemble, a class of Pareto-optimal polynomial regulators is constructed for
considered control object. In the presented set, each Pareto-optimal point corresponds to a
specific designed controller and investigated functional criteria which evaluates the entire
ensemble of perturbed nonlinear trajectories. This allows a research engineer to choose
various nonlinear regulators and achieve a compromise between stabilization accuracy and
energy costs.

Keywords: nonlinear system, stabilization, nonlinear regulators, Maglev, real-time feedback,
ensemble of trajectories, optimization.

1. Introduction. The development of nonlinear controller design for nonlinear sys-
tems is a relevant problem for various theoretical and practical studies. The paper de-
velops a parametric optimization approach that extends the capabilities of existing tools
and methods for the regulators constructing. Previously, this approach has been success-
fully used in solving problems of analysis and synthesis of stabilizing regulators for plasma
shape and current in tokamaks [1, 2]. In that researches the linear systems have been
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investigated. A variety of examples of objects can be covered by parametric optimization
[3, 4]. It should be noted that the optimization approach based on the use of an ensemble
of trajectories and the quality functional specified on these trajectories is widely used in
solving other problems. In particular, these are problems of electrodynamics [5-7] and
image processing in the reconstruction of the velocity field [8-10].

Magnetic levitation or Maglev is a modern technology that uses directed upwards
magnetic forces to balance the dominant downward force of gravity. It was applied to a
wide range of fields in science and technology starting with hanging a small laboratory-
scale object and finishing with large-scale transportation applications like Maglev vehicles
suited to carry huge weights at speeds up to several hundred kilometers per hour.

There are two common suspension system designs widely used for Maglev vehicle
applications. The first one is named an electrodynamic suspension (EDS) system and uses
the repulsive force created by magnets moving relative to electrical conductors. The other
one is named an electromagnetic suspension (EMS) system and uses the force of attraction
between magnets and ferromagnetic materials. The gravity force is balanced differently in
these cases due to the various nature of magnetic forces. The EDS force nature bases on
the air gap, the speed of the vehicle, the electroconductivity of the material in the track
and the source of the magnetic field. Therefore levitation has place as long as vehicle moves
at significant speed (e. g. Inductrack [11]).

Opposing to EDS systems, the EMS force relies only upon the air gap between the
track and the magnet and the magnetic field value created by the electromagnet. This
system is capable of providing levitation both in static conditions and in the motion (e. g.
Transrapid [12]).

Hanging frame of the rolling stock above the track with EMS faces inherent instability.
It takes exact balance between magnetic attraction forces and the force of gravity for an air
gap between track structure and the magnet to exist. However, with a small deviation of
the air gap size, the attractive force between the short-circuited track coil and the onboard
magnetic system rises or weakens accordingly. Therefore the object either grips or falls.
The single way to provide stable levitation, in the EMS case, is automatic active control
by adjusting the current supplied to an electromagnet’s windings in response to signals
that are fed back to the magnet’s power supply from a sensor that consistently reads the
air gap.

The mentioned features make providing stability to a Maglev system to be a difficult
nonlinear control task. Different methods have yet been proposed to control magnetic
levitation. Primarily, a linearized model about a nominal operating point, that is a quite
common technique. It was demonstrated in lots of realistic applications [2|. However, in
our case high nonlinearity of Maglev systems makes the regulator performance degrade
swiftly with rising deviations from the nominal operating point.

Nonlinear techniques have been used by some authors to design stabilizing control
laws. Nonetheless, in most studies methods are designed either for small levitating objects
[13] or for inappropriate models in respect of physics and magnetic features of the system.
There are markable proposed methods of nonlinear control for stabilizing levitating objects
such as nonlinear model predictive control [14, 15], backstepping-technique [16] feedback
linearization [13, 17], and sliding mode control strategies [18, 19].

The results of this work extends the research in [20]. In paper [20] the control law
has a polynomial form. To achieve such a polynomial form the stable manifold method
was used. The authors applied the analysis of the dynamics of a nonlinear ensemble of
trajectories, but it was only to compare qualitative and quantitative characteristics, and
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ensemble optimization has not been applied yet. The novelty of the current work is that the
functional criterion is investigated analytically and a variation of the functional criterion by
parameters is obtained. The polynomial control law is optimized to minimize the integral
functional criterion, which evaluates the dynamics quality of not the one trajectory, but
an ensemble of nonlinear perturbed trajectories of the system. The considered ensemble
of trajectories covers the entire area of the engineering gap between the platform and the
guide rails. The presented analytical expressions of the variation of the functional criterion
by parameters allow to implement various gradient and directed optimization methods. As
a result of computational optimization of trajectories ensemble, a class of Pareto-optimal
polynomial regulators is constructed for considered control object. In the presented set,
each Pareto-optimal point corresponds to a specific controller and investigated functional
criteria which evaluates the entire ensemble of perturbed nonlinear trajectories.

Two vertical cross-sections of the considered Maglev platform are shown by Figure 1.
JSC NIIEFA proposed [21]| suspension design of the object that contains the so-called
reference magnets, which can be made on the basis of permanent and/or superconducting
magnets, in addition to conventional electromagnets. The main lifting force necessary for
levitation is created by reference magnets while electromagnets maintain the required value
of the air gap — perform stabilizing function. The real experiments validated proposed
construction and allowed to measure the dependence between magnet forces and the air
gap. JSC NIIEFA proposes analogical approach in the another area of application as
well [21].
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Figure 1. Vertical sections of the Maglev platform with a combined suspensions
a — side view; b — front view: I — upper electromagnet; 2 — lower electromagnet; 8 — permanent
magnet; 4 — ferromagnetic guideway; z1, z2 — vertical positions of combined suspensions;
Fiop — electromagnetic force of the upper magnet; Fj,o; — electromagnetic force of the lower magnet;

Fpm — magnetic force of the permanent magnet; Fy — gravity force.

The paper is organized as follows. Section 2 describes a physical model of the real
levitating platform and introduces its state-space representation in deviations with the
assumption that the platform moves only in a single plane. Thus, its position in space is
defined by the offset of vertical z coordinate and roll angle. In Section 3 the problem of
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parametric optimization of nonlinear trajectories ensemble is solved. Essential analytical
expressions are presented. Section 4 presents the computational results of optimization of
nonlinear trajectories ensemble, includes a comparative case, and illustrates the new class
of optimized polynomial controllers.

2. Maglev platform dynamics model. The model of dynamics of the object on
the Figure 1 was proposed and described in [22, 23]|. In these papers the mass m [kg]
and width w [m] of the platform are specified. The vertical position characteristics of the
electromagnetic suspensions are z; [m| and zo [m]. The forces provided by two electromag-
netic suspensions depend on the supplied control signal u = (u1,u2)* € R? respectively,
the symbol x* is labeling the matrix transpose operation.

The considered Maglev platform dynamics is described by its state space vector x € R*
consisting of Euler angle ¢ [rad] and vertical position of the platform center z. [m], angular
velocity p = 6 [rad/s| and vertical velocity v, = Z. [m/s],

T = ($17x2,1'37x4)* = (07207197 UC)*'

The dynamics model of the object in deviations can be written in general form by the
system
i = 1) + gl "
y = D(x)
with initial condition
z(0) = xo. (2)

In formulas (1), (2) x¢ is the initial deviation, u = (ug,u2)* € R? is the control vector,
y = (21, 22)* € R? is the output vector of observation equations with D(x) defined by

tan 6

Zc"'wT

D({E) = (Z _ wtanf | >
c 2

matrix g(x) has the form

0 0
0 0
9(@) = | Panleer2g20)  Fen(ee—2yet) |,
27nwt 0 met o
Fem(Zc"F%) Fem(Zc—%)
2m 2m
vector function f(z) is denoted by
p
(7
f(l‘) = FT””(ZC""%)_FWH(ZL‘_%M) )
- ta 02mw o
Fpm (ze+*520) + Fppn (20— #1522
2m

where [, is the permanent magnet force, and Fe,, is the component of electromagnet
force which are derived in [24, 25| in the form

k1
Fom(z) = PN TRYE
(22 + kaz + k3)
Fom(2) = L

(22 +poz +ps)°
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and coefficients p;, j = 1,3, k;, i = 1,3 were based on the technical documentations in
[24] and [26]. Vector functions f(z), g(x), D(z) are defined and continuous over the entire
modeling interval [0, T,,4] and smooth enough. The end point T.,q [s] is specified by the
engineering requirements as the time of fading of all transition processes in the system (1).

We look for the stabilizing control law that provides stability for the system (1) and

has polynomial form
(1)
Upoly L1, X2,T3,T
U= fuyo, (T) = ( (5)1'( b 4)>

fupoly ($1,$2,$3,l‘4)

with polynomials fupoly, ﬁlzy

3. Parametric optimization of ensemble of nonlinear trajectories. To provide
stability of the system (1), (2) we parameterize the designed polynomial control law

(1)
W= Fup, (@) = (f“zs;”y(”“’”’xi”’“’) , 3)

fupoly (‘7?17 T2,x3, x4)
and polynomial functions can be denoted as

(2) _ (2) mi Mo, m3
fupoly($1,$2,$37.’1,‘4)— cml,mQ,mg,m4xl Ty "Ly .’E4 ’

i=T1,3,
m17m23m37m4 07

m1 + mo +mg +my < 3,

numbers {my, ma, m3, ms} € M, and M is a set of all possible combinations of monomials
degrees, C%)17m2,m37m4 € R! are coefficient of term with index (mq,ma,ms,my) of ith
polynomial, i = 1,2. That set of coefficients {le,m27m3,m4}7 (my,ma, mg,ma) € M, i =
1,2, are taken as varying parameters.

Then consider for system (1), (2) some set of initial deviations {xéj )}, j=1,N, where
N is a number of ensemble trajectories which is perturbed by this initial set. System (1)
can be represented in the form

i =F(z) = f(z) + 9(2) fu,.., (%),
y = D(z), W

with initial conditions
z(0 )—{xo §V1- (5)
Then solutions of (4) compose an ensemble of trajectories {z)(t)}, where z() =
wD(t,2y), j=T.N.
We introduce an integral quality criteria on the trajectories of the ensemble:

Tend N
1 A . . .
_ - (4) 4) 4) )
Jens = / N;(yﬂ Oy 4w RuD)at, (6)
) -

t), u¥) = ul)(t,2())(t), Q and R are weight matrices. Let us introduce
) as
p(@D(t)) = D* (@D (0)QDEV (#)) + fi ., @D () RSy, (x99 (8)). (7)
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Thus, the functional integral criterion (6) can be represented in the form

Tend

1 N
/ LY @t ®)
j=1

In order to minimize J.,s — min we are considering the set of polynomial coefficients
{Cmy,ma,ms,m,} as varied parameters, thus Jens = Jens({Cmy ma,ms.ma t)-

In the books [6, 7, 27] it is presented a technique to obtaining the representation
of the first variation for the integral functional criteria. Following this technique, we got
a variation of functional (6) by the parameters when coefficient ¢, my ms,m, iS incre-
mented by some Ac as ¢y my.mams + Ac. We denote A.F (20 (), {cimy mo.ms.ma}) as
A F(x(j)( ) {le ma,mg,mat) = F(T (j)( ), le mz ma,ma T AC) — F(x(j)( )s Cmama,mg,ma)s
and AC‘P( ( )s {Cmy ma ms.ma})s A fupoh/( ( )s {Cmy.ma.ms.m,}) are denoted analogi-
cally. Then the variation of functional (3) by the parameter can be represented in the
form

q/,(J) x(j)(t)) ~
1 (9)

X AF (@9 (1), {emyma.ms,ms }) + Bep @D (1), {emymz,ms.m }) ) dt,

Tend N

1
enS({le,mz ms,m4} Ac) = /

0 J

where

ACF(x(j)(t), {menz,msmm}) = g(m(j)(t)) X Acfupozy (x(j)(t), {C7n1,mz,m3,m4})7

: ) X 10
Ac@(x(])(t)’ {le,mg,mg,m4}) A f (x(J)(t)) ‘R Acfupoly (LU(J)(t)), ( )

Upoly

and (7 (t) are solutions of the conjugate differential system which are represented on the
ensemble of trajectories as

oF

90 =~ @D @)t +

20, (1)

with terminal condition

¢(J) (Tong) = 0.

Taking into account the right part of system (4), it is possible to represent

8}(;7(95)@(]-)(]5)) - %@(zg)(t)) + 6%(:17) (9D (t)) +
9@ () == 5= (1)
and N
% _ % Z:: (@9 (¢ 31;7:(;”)(330')(:5)) + "
Ofu. :
+2f;,,, @O )p L@ 06
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Considering that the right parts of the above expressions (7)—(13) met the all necessary
conditions [6, 27], thus, we have a representation for the criteria gradient:

Tena

aJens({cml,MQ,m3,m4}) — /
0

N
Z (_w(j)*(x(j)(t))ﬁaF(x(j)(t)) +
- Cmy,ma,ms,my (14)

8C7rzl,m2,m3,m4 =

+ &D(x(j)(t))> dt.

ale ;1 2,1M3,Mg

This representation (14) allows one to apply various computational optimization

methods, including gradient optimization and other directed optimization methods.
N

=
(5) for the ensemble of N system’s trajectories {x/)(t)}, where 2U) = a:(j)(t,x(()])). The
ensemble is simulated as a response of nonlinear system (4) closed with (3) to the set (5)
of initial deviations from the equilibriium position. It seems interesting to compare the
ensembles with the same initial conditions for various polynomial control laws. The initial
approximation for the optimization process can be obtained with various ways. These can
be various random search methods, for example [§], or it can be the polynomials obtained
using the approach presented in [20, 28], as well as some other nonlinear methods.

The set of initial deviations is uniformly distributed in such a way that the deviations
of air gaps in the output vector y fall in the range £4 mm: |y (0)] < 0.004 m, i =1,2,j =
1, N, N = 20. The end of the simulation interval T,,4 = 0.250 s.

We compare the closed control system performance according to the quality criteria
(6) formulated for the ensemble of transient processes perturbed by initial deviations (5)
from the equilibrium position:

4. Numerical optimization results. Let {m(()j ) ; be a set of initial deviations in

Tena N
Jo = / 1 S 9"y + 0 Quo | at, (15)
N 1 —_—— —/ —
0 J accuracy energy costs
where according to (4), y\9) = y(j)(t,xéj)) = D(x(j)(t,xéj))), Q and R are the weight
matrices.

Practically, underbraced terms in (15) can be interpreted as a numerical estimation
of the regulator accuracy J,. and energy costs J.. of entire ensemble. Thus, Jeps = Juc +
Jec. Proposed optimization approach allows the an engineer to construct and choose the
controllers whose trajectory ensembles are Pareto-optimal in terms of accuracy cost J,.
and energy cost Je.. To find the points of such a set of Pareto, the researcher can vary the
weight coefficients in (15).

Note, that interesting results were obtained in [20] and a numerical evaluation of the
ensemble of nonlinear trajectories was carried out. But for the same initial data, these
results are located above the Pareto curve of optimized controllers in the current work.
This case is represented in Figure 2 as a comparative case.

Figures 3 and 4 illustrate the results of a numerical simulation with optimized regu-
lator to stabilize the platform roll motion. Also, the simulation of the dynamics of current
values in the coils of electromagnets has a practical interest during the process of stabiliza-

tion. The dynamics of these values /) ), I @) (t) [A] has a complex dependence on the

coilsq coilso
vertical position and supplied control values (IC(ZZZSl (t), Ig)zlsz ()" = Veoirs (29 (1), u9) (1))

Becruuk CIIGIY. IIpuknanunas maremaruka. udopmaruka... 2023. T. 19. Bemm. 1 115



Energy cost, Jec

12
11.5
mparative case
11
10.5
10
9.5
h * % *
9 TR Helog 5
T :ﬁ?’ R
gt *‘ P
8.5 B N

22 24 26 28 3 32 34 36 38 4 4.2
Accuracy Jac

Figure 2. Visualization of the Pareto-optimal set of polynomial controllers
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Figure 3. Ensemble of the vertical position trajectories zﬁj), zéj)
for both suspensions with optimized controller

and illustrated on the Figure 4, where the form of function Veuis (29 (¢),u9)(¢)) derived
in [24, 25].

Thus, for considered object it was received a new class of stabilizing Pareto-optimal
polynomial controllers.

5. Conclusion. The parametric optimization of trajectories ensemble is applied to
the design and optimization of the polynomial control laws (3) to stabilize the Maglev
nonlinear feedback control system (4). The advantage of the presented nonlinear approach
is that the minimized integral functional criteria (6) evaluates the dynamics quality of not
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for both suspensions with optimized controller

the one trajectory, but an ensemble of nonlinear perturbed trajectories. This ensemble of
trajectories are perturbed by initial disturbances (5), which are distributed within entire
engineering gap between platform and the guide rails. Presented optimization approach
based on the consideration the entire ensemble of perturbed trajectories as well as the
analytical representation of the first variation of functional criteria (14) allowed to get a
new Pareto optimal set of polynomial controllers.
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OnTuMuU3auOHHBIA MOAXO0 K IIPOEKTUPOBAHUIO HEJIMHEMHBIX KOHTPOJIIEPOB
CHCTEM yIIPpaABJIEHUS

C. B. Basadcxuti, /1. A. Oscannuxos, /. /. Meavruros

Cankr-Ilerepbyprekuil rocynapcrBennslii yausepcuret, Poccuiickas Penepanuys,
199034, Caukr-IleTepOypr, YHuuBepcurerckasi Hab., 79

Hdas murtupoBaumus: Zavadskiy S. V., Ovsyannikov D. A., Melnikov D. D. Optimization
approach to the design of nonlinear control system controllers // Becrnux Canxr-IlerepGypreko-
ro yuusepcurera. [Ipukiamgnas maremaruka. Uadopmaruka. [Iporeccer ynpasienuns. 2023. T. 19.
Bem. 1. C. 109-119. https://doi.org/10.21638/11701 /spbul0.2023.109

OnNTUMU3AIMOHHBIN TOIX0/T IPUMEHSIETCS K CUHTE3y U ONTUMHU3AINNA HEJIMHEHHONW CHCTEMBI
OIITUMAJILHOTO YIIPABJIEHUsI C OOPATHOM CBSI3bIO B PEAJTLHOM BPEMEHU JJIsl MarJjieB IiaTdop-
MBI HA MArHUTHOH moaBecke. /[j1s onTuMuU3ainy HeJIMHEHOTrO 3aKOHA YIIPABJICHUS MIHIMU-
3UPyeTCsl MHTErPaJIbHBIN (DYHKIIMOHAJ, KOTOPBIM OIEHUBAET KatdeCTBO JUHAMUKU HE OIHOMN
TPAEKTOPWH, & aHCAMOJsI HEJMHEHHBIX TPAEKTOPUIl CHUCTEMBI M OXBAaTHIBAET BCIO 0DJIACTH
WHKEHEPHOT'O 3330pa MEXKy IJIAT(GOPMOIl U HANPABJIAIOMMMEI pejibcamu. B aToit obsractu
MarHUTHBIE CUJIbI OOECIIeYNBAIOT CUJILHO HeJIMHEeHHbIE 3 HEKTHI N3-3a PACCMOTPEHHBIX KOH-
CTPYKTHUBHBIX OCOOEHHOCTEI 00bEKTa, 9TO JEIaeT 3a/a4dy HEeJIMHEWHON 3a1adeil yIpaBIeHus
C HECKOJIbKMMHU BXOJIAMHM U HECKOJIbKMMHU BbIXOJaMHU. KOMIIOHEHTBI BEKTOPa 3aKOHA, yIIPaB-
JIeHUsT ¢ OOPaTHOHN CBSI3bIO UMEIOT MOJHMHOMUAJIBHYIO (POPMY OT IEepEeMEHHBIX ITPOCTPAHCTBA
cocrostamii. [/Ij1s m3yvuaemoro obbeKTa ympaBieHHs TOCTpoeH Kiacc [lapero-omrumaabHBIX
TOJIMHOMUAJIBHBIX PETYISITOPOB B PE3YJ/IbTaTe BBIYUCIUTEIHHON ONTUMHU3AINN TPAECKTOPU
aHcamb6Jeit. B mpescraBienHoM MHOXKecTBe KaxKjas llapero-onTumasbHas TOYKa COOTBET-
CTByeT KOHKPETHOMY KOHTPOJIJIEPY W HCCIETyeMOMY (DYHKIIMOHAJLY, OIEHWBAIOIIEMY BeCh
aHcaMO0JIb BOZMYIIEHHBIX TPAGKTOPUiA. DTO MO3BOJISIET MHXKEHEPY-UCCIIEI0BATENI0 BLIONPaTh
paz3/InIHbIe HEJIMHEHHDBIE PEryITOPbI U JIOOUBATHCST KOMIIPOMUCCA MEXK/Ly TOUYHOCTBIO U SHEP-
TeTUYECKUMU 3aTPATAMU.

Karouesvie crosa: HeTMHETHbIE CUCTEMBI, CTAOMIIN3AINS, HEJIMHENHbIE peryisaTopsl, Mares,
peanbHOE BpeMsi, 0OOpaTHasl CBsI3b, aHCAMOJIb TPAEKTOPH, OIMITHMUBAIIHS.
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