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Optimal scheduling of battery energy storage system plays crucial part in distributed
energy system. As a data driven method, deep reinforcement learning does not require
system knowledge of dynamic system, present optimal solution for nonlinear optimization
problem. In this research, financial cost of energy consumption reduced by scheduling
battery energy using deep reinforcement learning method (RL). Reinforcement learning can
adapt to equipment parameter changes and noise in the data, while mixed-integer linear
programming (MILP) requires high accuracy in forecasting power generation and demand,
accurate equipment parameters to achieve good performance, and high computational cost
for large-scale industrial applications. Based on this, it can be assumed that deep RL based
solution is capable of outperform classic deterministic optimization model MILP. This study
compares four state-of-the-art RL algorithms for the battery power plant control problem:
PPO, A2C, SAC, TD3. According to the simulation results, TD3 shows the best results,
outperforming MILP by 5 % in cost savings, and the time to solve the problem is reduced
by about a factor of three.

Keywords: reinforcement learning, energy management system, distributed energy system,
numerical optimization.

1. Introduction. Due to environmental problems, increased demand for energy, un-
stable pricing policy for fuel resources and lack of energy capacity, attention has been
focused on distributed energy technologies (DRE). Distributed energy resources are gene-
rally small-scale sources of energy generation and storage located in close proximity to the
place of use of electricity, they can provide an alternative or improvement to the tradi-
tional electrical grid. Distributed energy technologies include gas piston, gas turbine and
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micro-turbine power plants, heat pumps, steam boilers, renewable energy (solar panels,
wind generators), energy storage, fuel cells, co-generation plants, etc. Together, they of-
fer consumers the potential for cost reduction, energy independence and increased energy
efficiency.

For the implementation and effective use of RE technologies, a control mechanism
is needed that controls the processes occurring in the user’s power system. The main
goals of energy management are: resource conservation, pollution control and cost savings,
provided that users have constant access to the energy they need. The introduction of
RE technologies with a control system into the electric power system (EPS) of the user
forms the concept of Smart Grid (smart networks), where a potential electric consumer of
any level gets the opportunity to interact with the EPS: predict and plan consumption,
choose a supplier and influence tariffs. The main attributes of the Smart Grid concept
are defined as follows: availability, reliability, flexibility, efficiency, safety, energy storage
capacity, stimulation of the activity of the electric consumer, reduction of environmental
pressure on the environment.

Renewable energy sources and energy storage systems play a critical role in optimal
microgrid planning. Energy storage system can increase the flexibility of a smart grid,
while renewable energy provides partial or complete independence from the utility. The
researchers were faced with the task of developing an optimization model that minimizes
the cost of purchasing electricity by scheduling charging and discharging batteries, as well
as exchanging with the energy market, subject to system constraints and achieving energy
balance.

The research work has following contribution:

1) designed a piece-wise reward function suitable for energy trading mode and the
effective state space of the agent with the important features that most affect the agent’s
behavior;

2) compared performance of classical optimization method MILP and state of the
art deep reinforcement learning method such as PPO, TD3, SAC, A2C in terms of bat-
tery energy management. TD3 outperformed MILP in terms of final cost reduction and
calculation time.

The reminder of the paper is orginized as follows. Section 2 describes existing opti-
mization methods that can be used for energy management system. Section 3 describes
power system, simulation mechanism and data. Section 4 introduce MILP and reinforce-
ment learning based optimization solution for battery energy scheduling. Section 5 presents
simulation results and conclusion is made in Section 6.

2. Related work. Research in the field of optimal battery management covers a
wide range of scientific areas and tasks. One of these areas focuses on optimal battery
management to minimize financial costs or environmental impact. In recent years, several
research papers have been published to control energy saving systems using various ap-
proaches, where mixed integer linear programming (MILP) is used to model the power
system. In [1], software packages or “solvers” are used to solve the problem. Energy mana-
gement of microgrids using fuzzy logic is discussed in [2]. Intelligent energy management
of microgrids using a genetic algorithm is discussed in works [3,4]. Energy management of
hybrid renewable energy generation using limited optimization was proposed in [5]. The
expert system and other classical and heuristic microgrid energy management algorithms
are discussed in [6, 7].

These studies cannot take into account all the factors and problems that arise in the
problems of managing storage elements in hybrid power systems. Designing a controller
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based on a model requires precise input data and method parameters to solve the problem.
Under the conditions of the task at hand, this can be hampered by the heterogeneous and
dynamic nature of electricity consumption and the intermittent nature of renewable energy
generation. In addition, many algorithms require large computing power and cannot be
adapted to solve real industrial problems. Therefore, a method based on reinforcement
learning (RL) is adopted as a solution.

RL is a branch of artificial intelligence that investigate how agent learn policy by in-
teracting with environment. RL has gained huge attention after RL combined successfully
with deep learning and achived good performance on Atari. The ability to find optimal
in high dimensional search space made RL a strong candidates for nonlinear optimization
problems [8]. The RL approach learns optimal strategies through a trial and error mecha-
nism, and does not require a description of the distribution of uncertainties in datasets,
as this method adapts and learns to automatically capture and use the set of uncertain-
ties contained in historical data, RL has gained huge attention in many fields such as
autonomous driving, robotics [9].

As the most popular RL method used in the energy field, Q-learning is used as a
solution to the battery energy scheduling problem, capable of finding the optimal solution
given the battery degradation [10]. Q-learning and deep Q-networks, have shown good
performance for wind farm control in tracking maximum power points [11], in local energy
trading strategies [12], and many other uncertainty problems [13]. Without specifying the
exact model and its parameters, the RL algorithm can determine the control strategy by
extracting effective characteristics from the data. However, in the context of the task of
managing an energy storage system, multiple decision parameters, control variables, and
inevitable uncertainties in the data lead to a multidimensional and continuous space of
states and actions. This results in the slow convergence rate of the aforementioned RL algo-
rithms that discretize a continuous state space and discard observations after each update,
resulting in inefficient data usage and affecting optimization results. To solve this prob-
lem, [14] uses a deep deterministic policy gradient (DDPG) to control charge/discharge
power. Authors [15] used DDPG to optimise a household solar PV battery system. It
does not require special statistical models and discretization of continuous problems [16],
and does not require a description of the distribution of uncertainties in data sets, since
this method adapts and learns to automatically capture and use the set of uncertainties
contained in historical data. However, these scientific papers used fairly simple reward
functions that significantly affected convergence when the agent was trained in the en-
vironment. In this work, we developed a piece-wise reward function suitable for energy
trading mode and the effective state space of the agent with the important features that
most affect the agent’s behavior. In recent years, an increasing number of reinforcement
learning algorithms for continuous environments have emerged that are less well researched
in the context of the battery station control problem. The paper [17] provides a bench-
marking analysis of deep RL for continuous control, according to the results of which the
most effective algorithms based on proximal policy optimization and twin-delayed deep
deterministic policy gradient. Thus, we also compare the state-of-the-art RL algorithms
for the battery station control problem, to determine the most efficient algorithm in this
area.

3. DER control problem statement. This section will provide a description of
the energy system, the simulation, and data for the simulation.

3.1. Power system description. The energy system considered in this paper con-
sists of a photovoltaic plant, a battery as an energy storage device, a residential load, in-
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verters, and a transformer connecting the microgrid to the local utility network. Inverters
convert the direct current (DC) from the battery and PV system into alternating current
(AC) for supply to the user’s grid. The residential load can be met by using energy from
the local photovoltaic system or by purchasing energy from the local utility grid. Surplus
energy produced at low energy demand or high production can be stored in a battery and
reused during peak demand, or sold to the local utility grid. At time ¢, the control system
requests the necessary information from the database: tariffs, electricity price, predicted
values of PV plant generation and load, as well as equipment characteristics. The built-in
algorithm should determine SoC(¢ + 1) — the remaining battery power for the next point
in time and transfer the resulting value to the controller. The control element then sends
commands to various systems to optimally control the user’s power system. The microgrid
architecture described is shown in Figure 1.
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Figure 1. Power system model
The dotted line is the data flow, the straight line is the energy flow.

3.2. Simulation environment. The simulation engine passes data to the battery
controller at each time step and queries the SoC for the next time step. Once the battery
SoC is established, the energy required to satisfy the energy balance is calculated. If the
value obtained is negative, the energy will be purchased from the network in the required
amount, if it is positive, then this amount of energy is sold to the network. Then the cost
of buying/selling energy is calculated and added to the current amount. In order to obtain
the optimization results, also the value of the user’s energy purchase costs without the use
of storage batteries was calculated. In this case, the load was balanced with the electricity
of the main grid and produced by the photovoltaic plant.

3.3. Data description. In this study, we used a data set provided by Schneider
Electric [18] — french power engineering company, manufacturer of equipment for power
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subcomplexes of industrial enterprises, civil and residential construction facilities, data
centers, which has publicly available [19] data that has been proposed to solve energy
management problems. Dataset includes several test cases with description of equipment
characteristics, forecasted energy production and consumption data (contain a forecasting
error, but are necessary for battery station scheduling), and actual energy production and
consumption values for previous steps.

The equipment data contains the following information: charging and discharging
efficiency — n°", n?", maximum charging and discharging power — Phax PRsX . minimum
and maximum state of charge of the battery — SoCin, S0Chmax. In this research, 1 test
case is selected for the experiment, the corresponding battery characteristic described in
Table 1.

Table 1. Battery characteristic

Test case | S0OCmax | S0Cmin prax | prex ndCh 'r]Ch
1 300 0 75 —-75 0.950 | 0.950

Data set contains actual values of energy consumption and photovoltaic power output
at the previous step and current tariffs for purchase and sale of energy. The dataset also
provides predicted time series values of energy consumption, PV power output for the next
day in 15 minute increments. The presence of prediction error affects the effectiveness of
the model-based control algorithm, which requires accurate input data for optimal control.

4. Optimization solution. This chapter will describe several approaches to control-
ling storage stations: based on the MILP model, reinforcement learning. And also a case
of an energy system without a battery as a baseline for comparison approaches.

4.1. Baseline: power system without battery. To measure optimization perfor-
mance, the value of the user’s costs for the purchase of energy without the use of storage
batteries was also calculated. In this case, the load was balanced with electricity from the
central grid and produced by a photovoltaic plant.

4.2. Mized-integer linear programming. The MILP model is formulated as follow
according to the Schneider Electric competition problem statement [1,19]. Note that the
effect of battery aging or degradation is not taken into account, the environment has no
effect on battery performance.

Objective function:

95

95
F = Z Pbuy<t) . Cbuy(t) + Z Psell(t> - Cey(t) — min, (1)
t=0 t=0

here Pyyy(t), Pseni(t) are represent purchased and sold energy respectively; Cpuy(t), Csen(t)
are tariff for the purchase and sale of energy. The first part of the formula (1) is the total
cost for electricity imported from the power grid, the second part refers to the sale of
electricity to the grid company during given periods of time. The planning horizon is
96 timestep, which is one day, day of length is chosen since the price policy changes during
the days, price policy change almost follows the same pattern during one period. Note
that optimization should be taken at every time step.

In the optimization model, the following restrictions are considered for calculating the
feasible solution of the cost function.
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The energy balance constraint indicates that renewable energy, batteries and grids
must meet the grid’s electricity demand at every step, as follows:

Pouy(t) + Pou(t) — Pacn(t) = L(¢) + Pu(t) — Poen(t) V. 2)

In (2) P.p(t), Pych(t) are battery charging and discharging power, L(¢) is forecasted load,
P,,(t) is predicted power of the photovoltaic plant (these data have a forecasting error).
The upper bound of the SoC is limited by rated capacity, and the lower limit is necessary
to prevent reducing its lifetime [20]:

S0Cin < SoC(t) < SoCax, (3)
v(t) - Phap < Paen(t) <0, (4)
0 < Pen(t) < u(?t) - Pp™, (5)

u(t) +v(t) < 1. (6)

In formulas (3)—(6) P3**, P2 are maximum charging and discharging power of the bat-
tery, SoCmnin, S0Cpax are minimum and maximum battery charge status. The SoC of
battery is expressed as [20]

SoC(t) = SoC(t — 1) + Pep(t — 1) - " 4 Pyen(t — 1)/n%" Vi, t #1,

where n°? 79" are battery charging and discharging efficiency; u(t), v(t) — 1, if the battery
is discharged, 0 otherwise:
SoC(0) = SoCry,

Pbuy(t) > 07 Pdch(t) < 07 Pch(t) 2 07 Psell(t) < 0 vta

SoCyy, is initial battery charge, SoC(t) is state of charge battery.

4.3. Reinforcement Learning. RL refers to learning how to take actions in different
states of an environment to maximize cumulative future reward, where the reward is a form
of feedback associated with a task and received in response to an action [21]. RL process
is usually modeled as Markov Decision Processes (MDPs). An MDP process is defined
using a tuple < S, A, P,r >. Parameters S is the state space of the environment, where
the state s € S represents a situation of the environment; A is the set of actions that can
be taken by an agent; r : S x A — R is the numerical reward obtained as a function of
state and action. The goal of RL is to maximize future discounted return. The value of
taking action a; in s; is calculated as the expected cumulative reward obtained over all
possible trajectories, as follows [21]:

Qﬂ— (St7 at) =T (Stu at) + anﬂ(s) Z /YiT (St+i7 at+i) | Sty At
=1

Here Q7 (st,at) is called the Q-value of the state-action pair while an agent follows a
policy .

Advantage Actor Critic (A2C) [22]| is a actor critic method, relies on n-step
updating. A2C is a synchronous, deterministic implementation that waits for each actor
to finish its segment of experience before updating, averaging over all of the actors.

Proximal Policy Optimization (PPO) [23] is policy gradient method for RL
which alternate between sampling data through interaction with the environment, and
optimizing a “surrogate” objective function using stochastic gradient ascent.
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Twin-Delayed Deep Deterministic Policy Gradient (TD3) [24] is a improved
version of DDPG, used the idea behind the Double DQN to tackle overestimation bias
with the value function.

Soft Actor Critic (SAC) [25] is an off-policy actor-critic deep RL algorithm based
on the maximum entropy reinforcement learning framework. In this framework, the actor
aims to maximize expected reward while also maximizing entropy. That is, to succeed at
the task while acting as randomly as possible.

4.4. Deep reinforcement learning based battery controller. In order to model
the battery energy scheduling task as MDP, we define state space, action space and reward
function as follow.

State space (§). State space consists of a time component is S¢, uncontrolled exoge-
nous component is S, and the controlled part is S, :

S =5y x 8z X Sp,
S, = 8% x 8T x S™ x Sh,

S, =Sl x 5P x §% % §% x Slo x §Pvo x Gho 5 %0,

where S{ is represents a quarter of an hour of the day; S¢ is day of the week; SI" represents
month; S} represents hour of the day; S. is vector of two timestamp predicted values of
residential load; SPV is vector of two timestamp forecast values of the energy generated
by a photovoltaic station; S%,S? are vectors of tariff values for the purchase and sale of
energy, respectively; Sk, SPvo Gbo G5 are current values of the residential load, the energy
of the photovoltaic plant, the tariffs for the purchase and sale of energy at the previous
time step; Sp is represents battery energy level. The state features are normalized only
before feed to the deep RL network, in simulation environment the state features are not
normalized.

Action Space (A). In any moment of time ¢ the agent can perform one of the
following actions a;, € [Ppax; Pmax],

Reward function (R) is designed to encourage agent to save extra energy by char-
ging battery when PV larger than electricity demand, and discharge battery when PV
production is not enough to cover electricity demand. The buy price is always bigger than
the sell price, thus it’s not a wise move to sell energy back to main grid:

matx(llt’buy)2 Egrid

7
) — Penalty if Egrig < 0. (7)

arctan(

R { arctan(P? - (—2—) - (—Pm(t ) — Penalty if Egq > 0,
t =

max(0.000001,abs(Fpet )

In (7) P, = Psey if net grid energy is smaller than 0, P, = Pyyy if net grid energy is
larger than 0, max(Pp,,) is represents largest historical energy buy price. Penalty is the
absolute value of difference of agent proposed battery energy level and battery capacity,
range between [0, 1]. Note that arctan function is used to scale reward values. P.p(t) is
amount of battery discharged/charged energy; Egiq is grid energy without battery, which
is the difference of electricity demand and PV; FE,. is net grid energy, which is sum of
battery charged/discharged energy and electricity demand minus amount of PV produced
energy.

The first part of the piece-wise reward function is designed to encourage agent to
discharge battery energy to cover energy deficit. _% is designed to encourage agent
to discharge energy enough for covering energy deficit, value of P, (t) is negative when
battery discharges. Agent might choose to discharge battery as much as possible to get
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higher reward, thus energy buy price and sell price is taken into consideration, prevent
battery discharge too much at lower energy buy price period. The second part of the piece-
wise reward function is designed to save extra energy produced by PV station, the higher
the agent saves PV produced energy the higher reward it gets.

5. Simulation results. The simulation is performed on Dell Inc. — Dell G15 5510,
with processor Intel(R) Core(TM) i7-10870H CPU 2.20GHz. The Mixed Integer-Linear
Programming formulation solved using solver Gurobi [26] with the following parame-
ters: time limit of 15 minutes, relative MILP optimality gap of 0.03, and deterministic
concurrent method are used each MILP solution. Models of reinforcement learning were
implemented and trained using framework OpenAl Gym [27].

5.1. Model training with reinforcement learning. Each model is represented by
a full-connected neural network with 2 hidden layers with 256 neurons on each layer, and
activation function used hyperbolic tangent. For training, the discount factor is set to 0.99,
and the Adam optimizer with constant learning rate 2 - 107° is used. Other parameters
follow the default settings of each algorithms in Gym.

The RL models for controlling the battery station have been trained using state-of-the-
art reinforcement learning algorithms: PPO, A2C, SAC, TD3 on a separate training data
set.The training process is visualized at Figure 2. TD3 and SAC show better convergence
than PPO, A2C, but require more iterations. In the next section, these trained models for
each algorithm will be tested on a benchmark dataset.
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5.2. Result compared RL-based and MLIP-based algorithms. To present the
results of optimization, we compare the execution time of the algorithm — Time (s), as
one of the important indicators in modern energy management, and use a metric — Score,
which is equal to the average value of the relative costs of purchasing electricity using a
battery, to the cost of buying electricity without a battery:

MOHQYSpent - MoneYno batt
Score = =

|MODe}]noibatt ‘ 7
where Money gpent is the cost with the battery and the scheduling algorithm; Money ., patt
is the cost without the battery. -
The results comparing PPO, A2C, SAC and TD3 and the deterministic approach are
shown in Table 2.
According to experimental results, all models except A2C provide a reduction in user
costs comparable to the results of the exact MILP simulation. Moreover, the models trained
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Table 2. Comparison of MILP, PPO, TD3, SAC, A2C

Method | Moneyspent | Money,, batt Score Time, s
MILP 1162.88 1233.09 —0.0569 25.73
PPO 1170.19 1233.09 —-0.0510 7.09
A2C 1208.08 1233.09 -0.020 6.21
SAC 1162.09 1233.09 -0.0575 7.41
TD3 1155.82 1233.09 —0.0626 8.10

with the TD3 algorithm outperform the MILP results by about 5 % on the Score metric.
This is a consequence of the fact that RL methods can adapt and detect uncertainties in
the historical data during training. In addition, the computation time in reinforcement
learning approaches decreases by more than 3.5 times, which indicates that RL methods
can be scaled up to solve real production problems.
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Figure 3. Power consumption and battery
charging/discharging profiles for RL-based controller

1 — energy purchase price; 2 — grid energy; 8 — A2C battery controller;
4 — TD3 battery controller; 5 — PPO battery controller; 6 — SAC battery controller.

The simulation results shown at Figure 3 indicate that PPO, A2C and SAC charge
and discharge battery smoothly than TD3, and do not always respond to trend changes
in the data. Since energy buying price is always larger than energy sell price, it is not a
wise move to sell energy back to main grid. The optimal strategy, which all agents have
learned successfully, is to charge battery at low energy buying price period regardless of
energy deficit, then discharge battery at high energy buying price period to avoid buying
energy from the main grid.

6. Conclusion. In the era of smart grids, the need to implement an efficient control
component in the users power system is increasing every year. In this research, exis-
ting approaches and practices for optimizing power consumption are reviewed. The most
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promising trend in the context of the problem at hand is RL, which has the advantage
of self-learning and explores optimal strategies through a trial-and-error mechanism in a
dynamic environment.

Therefore, we provide a comparison of the classical optimization method MILP and
deep RL optimization approach are applied to power supply systems with distributed
energy resources, including the generation of renewable energy from a photovoltaic station
and an battery energy storage system. A reward function suitable for trading energy with
main grid is designed, and proved to be able to drive deep RL agent to learn optimal
strategy to outperform MILP solution. There is also a comparison of four state-of-the-
art RL algorithms for the battery power plant control problem: PPO, A2C, SAC, TD3.
According to the comparison results, the best algorithm for this problem is TD3, which
outperforms MILP by 5 % in terms of cost reduction. Moreover, due to the comparatively
low computational complexity of the inference, deep learning models are 3.5 times faster
than exact methods, which indicates their scalability for solving large-scale industrial
problems.

RL is capable of switching charge at maximum power to discharge at maximum power
instantly, which is bad for energy storage equipment. The future research direction will be
control battery smoothly, develop method for more equipment friendly control method.
Also, as further research to increase the energy efficiency of the modeled system will be
considered distributed energy technologies, such as cogeneration systems. This requires
additional research and a more detailed study of the process of co-generation of electricity
and heat, as well as a larger set of historical data.
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OnTrMasbHOE IaHUPOBaHUE PabOTHI AKKYMYJISTOPHON CHCTEMBI XpaHEHUsI SHEPIUU UT'PAET
Ba’KHYIO POJIb B DPACIIPE/ICJIEHHON SHEPreTHYecKoil cucreme. Kak MeToJ, OCHOBAHHBIN Ha
JAHHBIX, TJIyOOKOe OOydYeHHe C IOJKPEIIEHHEeM He TpeOyeT HaJu4dusl CHUCTEMHBIX 3HAHUN
O JIMHAMUYECKOW CUCTeMe, TI03BOJIsisi HATH ONTUMAJbHOE pelleHne Jjis HeJUHEeHHON 3asa-
9 ONTUMHU3ANNH. B JaHHOM MCC/IeI0BAaHUN (DUHAHCOBBIE 3aTPATBI HA TOTPeOJIeHNE SHEP-
AU CHHJKEHBI 33 CYET IJIAHMPOBAHUSA SHEPTUHU aKKyMYJIATOPOB C HCIIOJIb30BAHUEM METOMA
riry6okoro obyvenust ¢ nogxperuteaneM (RL). OGydeHne ¢ IOAKPEIUIEHNEM MOXKET aJalTH-
pOBaThCH K M3MEHEHUSIM MAapaMeTpOB OOOPYIOBAHUS W IIyMaM B JAHHBIX, B TO BPEMs KakK
CMeEIIIaHHO-[[eJIOUUCIIeHHOe JinHeiiHoe nporpammuposanune (MILP) tpebGyer BbIcoKoil TOUHO-
CTH MIPOTHO3MPOBAHUST BRIPAOOTKY M CITPOCA HA JIEKTPOIHEPTUIO, TOUHBIX [TApaMeTpoB 000-
pyZAOBaHUs IS TOCTUXKEHUsT XOPOITeil TPOU3BOIUTEIHHOCTH, & TaKKe OOJIBIINX BBIYUCIIN-
TeJIbHBIX 3aTPAaT JJIsi KPYITHOMACIITAOHBIX IIPOMBINIJIEHHBIX IPHUIoKeHuit. Vcxons us sToro,
MOYKHO TIPEJIIOJIOKUTh, UTO peleHne Ha, 0CHOBe rirybokoro RL crocobHO mpeB3oiiTu Kaccu-
YECKYIO JEeTepMUHUPOBAHHYIO Moenb onTuMmusanuun MILP. CpasuuBatorcs yeThipe coBpe-
MeHHBbIX RL-ajiropurma [uist 3a/1a4u yrpaBieHusl aKKyMYyJIITOPHOI siekTpocraniueii: PPO,
A2C, SAC, TD3. Cormacuo pesysabraram MomeaupoBanusi, TD3 mokasbiBaeT HaWLydIIde
pesysbrarhl, npesocxogs MILP ma 5 % mo skoHOMHME CpPeJCTB, a BpeMsl DEIleHWs 3aJa9u
COKpAI[aeTCsl IPUMEPHO B 3 pa3a.

Kmoueswie crosa: obydueHne ¢ MOAKPENJICHIEM, CHCTEMA YIIPABICHUS dSHEPTrHUeil, pacmpese-
JIEHHAs S9HEPTeTUYIecKasi CUCTEMa, YHCICHHAs ONTUMUASAIS.
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