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In the paper we consider a class of the differential games with continuous updating with
random information horizon. It is assumed that at each time instant, players have information
about the game (motion equations and payoff functions) for a time interval with the length
0 and as the time evolves information about the game updates. We first considered this type
of games in 2019. Here we additionally assume that 6 is a random variable. The subject
of the current paper is definition of Nash equilibrium based solution concept and solution
technique based on Hamilton — Jacobi — Bellman equations.

Keywords: differential games with continuous updating, Nash equilibrium, Hamilton —
Jacobi— Bellman equation, random information horizon.

1. Introduction. Differential game theory is commonly used to describe realistic
conflict-controlled processes with many participants in the context of a dynamical sys-
tem. In the case where participants (players) have different goals and act individually
noncooperative differential game theory is applied. It is usual to consider games with
prescribed duration (finite time horizon) or games with infinite time horizon, where
players at the beginning of the game know all the information about the dynamics of
the game and about the preferences of players (payoff functions).

However, when considering game-theoretic models of realistic processes it is important
to take into account the possibility of occurrence of various uncertainties during the game.
For example, players may receive incomplete information about the process. Such type
of uncertainty was investigated in [1-5]. There it is supposed that players lack certain
information about the motion equations and payoff functions on the whole-time interval
on which the game is played. At each time instant information about the game structure
updates, players receive information about motion equations and payoff functions. The
class of noncooperative differential games with continuous updating was considered in the
papers [1, 2]. The system of Hamilton — Jacobi — Bellman equations is derived for the
Nash equilibrium in a game with continuous updating in [2]. In the paper [1] the class of
linear-quadratic differential games with continuous updating considered and the explicit
form of the Nash equilibrium is derived. Moreover, papers [3, 4] are devoted to the study
of cooperative games with continuous updating.
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Another type of uncertainties in differential games is that the game may end abruptly.
The class of differential games with random duration was considered in [6-8] to study this
case.

This paper attempts to combine two these approaches and considers the class of
differential games with continuous updating and random information horizon. It is assumed
that at each time instant, players have information about the game for a time interval with
the length 6, where 6 is a random variable.

The aim is to present optimality conditions in the form of Hamilton — Jacobi —
Bellman equations for the solution concept similar to the feedback Nash equilibrium for
a class of games with continuous updating and random information horizon. The results
are illustrated with a game-theoretical model of non-renewable resource extraction.

2. Initial game model. Consider differential n-player game with prescribed duration
D (xz,T — to) defined on the interval [to, T

Motion equation has the form

z(t) = g(t, z, u),
x(to) = zo, (1)
r€R w=(ur,...,un), ui =u;(t,x) € U; C R

Payoff function of player ¢ is defined in the following way:

T
Ki(wo, T — to;u) = / W[t (1), ult, 2))dt, i € N, @)

to

In formula (2) hi[t,z(t),u(t,z(t))], g(t,z,u) are the integrable functions by all the ar-
guments, z(t) is the solution of Cauchy problem (1) with fixed u(t,z) = (u1(t, z),...,
un(t,z)). We consider the class of closed-loop strategies. The strategy profile u(t,x) =
(u1(t,x), ..., up(t,x)) is called admissible if the problem (1) has a unique and continuable
solution. Each player attempts to maximize his payoff.

Using the initial differential game with prescribed duration of T, we construct the
corresponding differential game with continuous updating.

3. Differential game model with continuous updating. Consider n-player dif-
ferential game I'(xg,to,to + 0), defined on the interval [tg,ty + 0], where 6 is a random
variable distributed on [0, 7], with some predetermined distribution law. Let a cumulative
distribution function has the form

0 for 7 < 0,
F(r)=1 ¢(r) for0<7<T,
1 for>T,

here ¢(7) is assumed to be an absolutely continuous non-decreasing function, satisfying
conditions ¢(0) =0, p(T) = 1,0 < T < T'—tg. Denote by F'(r) a cumulative distribution
function of random variable t + 6:

0 for 7 < t, -
Fi(ry =< o(r—1t) fort<7<t+4T,
1 forr>t+T.
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Motion equation in I'(xg, tg, to + 0) has the form

@' (s) = g(s,x'o,u'),
l‘to(to) = 2o,
zto ¢ R wto = (ulo, ... uto),

ul® = ul’(s, ') € U; C compRF.

The expected payoff of player i € N in I'(xq, to,to + 0) is defined in the following way:
to-‘r? T
Kf“ (wg,to, T;u') = / /hi [s, 2% (5), u' (s, ') ]dsdF' (1), (3)
to to

where x'0(s), u' (s, z') are trajectory and strategies in the game I'(zo, to, to + 0), 2% (s)
is the derivative with respect to s.
Subgame of differential game with continuous updating. Consider n-player differential
game I'(z,t,t + 6), defined on the interval [t,t + 0], here t € [to, T
Motion equation for the subgame I'(x,t,t + 6) has the form
i'(s) = g(s,2',u'),
ri(t) ==
’ 4
vt e R b = (uf, ... ul), (4)

ul = ul(s,2t) € U; C compR>.
The expected payoff of player i € N for the subgame I'(z,¢,t 4 0) has the form
t+T T

Ki(x,t,T;u') = //hi[s,xt(s),ut(s,xt(s))]ddet(T). (5)

In formula (5) 2t(s), u'(s, 2?) are trajectories and strategies in the game I'(x,t,t+0), ©t(s)
is the derivative with respect to s.
According to [8] the expected payoff of player i € N can be represented in the form

t+T
KifetTout) = [ Wl (s),u' (s, (D)L~ F(5)ds. (6)
t
And the expected payoff of player i in subgame of T'(z, ¢, t + 6), starting at the moment 7

from z'(7) is formula

t+T
K!(2'(7),7,T;u") = ﬁt(ﬂ / h's, z(s), u' (s, 2(s))](1 — F'(s))ds, i € N.

Differential game with continuous updating is developed according to the following
rule: current time t € [to,T] evolves continuously and as a result players continuously
obtain new information about motion equations and payoff functions in the game T'(z,t,
t+0).

Strategy profile u(t, z) in the differential game with continuous updating has the form

u(t,z) = u'(s,2'(s))|s=¢, t € [to, T], (7)

where u'(s,z?), s € [t,t + T) are strategies in the subgame I'(x,¢,t + 0).
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So, the procedure of constructing strategy profile u(¢, ) according to (7) is as follows.
For each t € [tg,T] we find the strategies u'(s,z') in the subgame I'(z,t,t + 6), starting
at ¢. Then we construct a strategy profile u(t,z) of the game with continuous updating,
using the strategies u’(s, z') in such a way that at each moment of time ¢ € [to, T, u(t, x)
coincides with uf(s,z") at the initial moment of the subgame I'(z,¢,t + 6) (when s = t).
We get u(t,z) by combining initial values of u’(s, z*) for every t € [t, T).

Trajectory x(¢) in the differential game with continuous updating is determined in
accordance with (1), where u = u(t, x) are strategies in the game with continuous upda-
ting (7). We suppose that the strategies with continuous updating obtained using (7) are
admissible or that the problem (1) has a unique and continuable solution.

The essential difference between the game model with continuous updating and classic
differential game with prescribed duration I'(xg, T — to) is that players in the initial game
are guided by the payoffs that they will eventually obtain on the interval [tp,T], but in
the case of a game with continuous updating, at the time instant ¢ they orient themselves
on the expected payoffs (3), which are calculated based on the information defined on the
interval [t,t+ 6] or the information that they have at the instant ¢. Unlike previous models
[2], here we assume, that the duration of the period on which players have the information
about the game 6 is not fixed, 6 is a random variable with distribution on the interval

[0,T].

It is important to mention that the strategy profile and the related trajectory with
continuous updating can be defined on the infinite interval due to the continuously upda-
ting structure, but in this paper we present them on the closed interval [tg, T

4. Nash equilibrium in game with continuous updating. In the framework of
continuously updated information, it is important to model the behavior of players. To
do this, we use the concept of Nash equilibrium in feedback strategies. However, for the
class of differential games with continuous updating, we would like to have it the following
form: for any fixed t € [to,T], uNF(t,z) = (udE(t,z),...,ulE(t,z)) coincides with the
Nash equilibrium in the game (4)—(6) defined on the interval [¢,¢ + 6] in the instant ¢.

Choosing at each time moment ¢ € [tg, T strategies that are equilibrium at the initial
point of the subgame starting at moment ¢, we guarantee that it will not be profitable for
the players to deviate from the chosen strategies at any moment, since they orient themself
on the payoff in subgame starting at ¢.

Following (7), first we find the Nash equilibrium s,2') in each subgame I'(z, ¢,
t + 0) for every t € [to,T], and then consider initial values of u’N¥(s,x!) to construct
ulVE(t, x).

In order to combine the Nash equilibria in all such subgames, we introduce the concept
of generalized Nash equilibrium in feedback strategies as the principle of optimality.

Definition 1. Strategy profile u™F(t,s,zt) = (uNF(t,s,zt),...,ulP(t,s,zt)) is a
generelized Nash equilibrium in the game with continuous updating, if for any fixed t €
[to, T strategy profile uNE(t, s, ') is the feedback Nash equilibrium in game T'(z,t,t+6).

It is important to notice that the generalized feedback Nash equilibrium u™¥ (¢, s, 2t)
for a fixed t is a function of s and 2!, where s is defined on the interval [t,t + T|. Using
generalized feedback Nash equilibrium it is possible to define solution concept for a game
model with continuous updating. The meaning of the word “generalized” comes from the
idea of generalizing the notion of Nash equilibrium by introducing an additional time
parameter ¢ as a starting point for each game defined on the interval [t,t + 6].

Definition 2. Strategy profile u™F (t, ) is called the Nash equilibrium with continuous
updating if it is defined in the following way:

LNE(
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NE(t’ :E) - aNE(tv S, mt(s))|szt - (a{VE(tv S, xt(s))|sztv cee ,ﬂgyE(t, S, xt(s))|szt)v (8)

te [tO7T]7

where uNE (t, s, 2t(s)) is the generalized feedback Nash equilibrium defined in Definition 1.

Trajectory N (t) corresponding to the Nash equilibrium with continuous updating
can be obtained from the system (1) substituting there u™¥ (¢, r).

Unlike the generalized feedback Nash equilibrium, u™*¥ (¢, 2) does not contain feedback
Nash equilibrium strategies for any s € [t,¢ + T|. Strategy profile u¥(¢,x) only contains
strategies of players that they perform according to the procedure described in Section 4,
i. e. continuous updating procedure, where s = t. Strategy profile u’V¥ (¢, x) will be used
as a solution concept in the game with continuous updating.

5. Hamilton — Jacobi — Bellman equations with continuous updating. In
order to define strategy profile u™F (t, z), it is necessary to determine the generalized Nash
equilibrium in feedback strategies u™F (¢, 7,x!) in the game with continuous updating.
To do this, we will use a modernized version of dynamic programming (see [9]). In the
framework of this approach, the Bellman function V*(t, 7, z¢) is defined as the payoff of
player i in feedback Nash equilibrium in the subgame of I'(x, t, ¢4 6) starting at the instant
7 in the state z(7):

t+T
/ hils, 2 NE (), ubNE (5, 24)](1 — F'(s))ds, i € N.

T

1
t
Vit, T, at) = =)

The following theorem takes place.

Theorem. u™NE(t,7,2') is the generalized Nash equilibrium in feedback strategies in
the differential game with continuous updating and random information horizon, if there
exist functions Vi(t,7,zt) : [to, T| x [t,t +T| x R* — R, i € N, continuously differentiable
by T and !, satisfying the system of partial differential equations:

¢(r—1) i t i t
t — Vit =
AT Vi) - Vi
= max {ni(r, 2", a"F) + Vi(t, 7, 2")g(r, 2", a"F)} = (9)
e k2

= hi(r, 2t a™) + Vi(t, 1,2t g(r, 2, a™F), i€ N,

where UNE(¢;) = (@E,... ¢, ulE), Vi(t,t + T,zt) = 0, i € N, p(1 —t) is the
derivative with respect to T.

P r o o f. According to the definition of generalized Nash equilibrium, @™V¥ (¢, 7, 2%)
should be the feedback Nash equilibrium for any fixed ¢.

By fixing t in the formulation of the Theorem and in particular in (9) we obtain
sufficient conditions for feedback Nash equilibrium in the differential game with random
duration presented in [8]. Therefore for any fixed ¢ the conditions for definition of genera-
lized Nash equilibrium are satisfied. The Theorem is proved. O

6. Model of non-renewable resource extraction. As an illustrative example
consider a differential game model with continuous updating for the extraction of non-
renewable resource (see [10, 11]). Assume that n players exploit a natural common-property
resource, which does not regenerate over time, such as natural gas or earth minerals.

Becruuk CIIGIY. IIpuknannas maremaruka. udopmaruka... 2022. T. 18. B, 3 341



6.1. Initial game model. By x(t) denote the state variable indicating the resource
stock at time ¢ available to be extracted by the players. Parameter w;(t) denotes the
extraction rate of player i at the same time. We assume that u;(t) > 0, z(¢) > 0.

The dynamics of the stock is given by the following equation with initial condition:

i(t) = — Zaiui(tax)7 z(to) = zo,

where a; > 0 for alli=1,...,n, and zg > 0.
Let players have logarithmic utility functions

hi(z(t),u;(t)) =lnu(t,z), i=1,...,n.

Player’s ¢ payoff function is

T
Ki(zo, T —tg) = /lnui(s,x)ds, it=1,...,n.

to

6.2. Nash equilibrium strategies with continuous updating. Assume that in-
formation about motion equations and payoff functions is updated continuously in time.
At every instant ¢ € [tg, T| players have information only on the interval [¢, ¢+ 6]. It means
that at each time instant they can count for the stability of process only over period 6. Let 0
is a uniformly distributed random variable over an interval [0, 7], then p(s—t) = (s—t)/T,
s € [t,t+T]. According to the section to determine the Nash equilibrium feedback strate-
gies in the game with continuous updating, we consider the family of auxiliary subgames
D(z,t,t + 0) with duration 0, starting at the moment ¢ from the state x.

The dynamic constraints of the game I'(xz,t,t + 6) are given by

t
x
ot e R wt = (ul, ... ul), ub = ul(s,x) € U; C compRF.
The payoff function of player i in I'(z,¢,t + 0) is

t+T 7
K!(z,t,T;u") = / /lnuf(s,xt)ddet(T), ieN.
t ot

It can be represented in the form

t+T
Kl(z,t,T;u") = / Inul(s,2")(1 — F'(s))ds, i € N.
i

To calculate the feedback Nash equilibrium strategies in subgame I'(x, t,t + 0) we use
the dynamic programming technique.

With Vi(t, s, z') denote the Bellman function — payoff of player i in Nash equilibrium
in the subgame of I'(x, ¢, ¢ + 6) starting at the moment s.
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The system of Hamilton — Jacobi — Bellman equations has the following form:

1 ‘ ‘
————V(t,s,xt) — Vi(t,s,at) =
e Vitsa) ~ Vit
= | P — it ¢ i D aNE . 1
max n¢; — Vo (t,s,2")(aip +Za]uj ) (10)

J#i

We will find the Bellman functions V(¢ s,z) in the form Vi(t,s,z!) = A;(t,s) Inz’ +
B;(t, s). Maximizing the expression on the right-hand side of (10), and solving the corre-
sponding differential equations in A;(t, s) and B, (¢, s), we obtain equations

T+t—
Ailt, ) = —— ==,
2
T+t— — 11
B;(t,s) = it <1n(T+ts) —Ilna;—n—In- + ) .
2 2 2
Finally we get the generalized feedback Nash equilibrium strategies:
- 2xt
aMP(t, s, at) = . —
ai(T+t—s)

According to the procedure (8) we consider equilibrium strategies in subgames I'(z, ¢,
t+0) at their starting points and construct the feedback Nash equilibrium with continuous
updating as follows:

2x(t)

usE(t,:c) :ﬂivE(t7Saxt) |s:t: — 1= ].,...,TL.
aiT

The equilibrium trajectory x™¥(t) with continuous updating is
J:NE(t) = a:oef%(tft").

It is interesting to compare the obtained solution with the solution of the initial game
and the game with continuous updating and prescribed information horizon.
Equilibrium strategies and the corresponding trajectory in the initial game are

NE gy Py

U; initial ai(T —1) ) R

(T—t)"

(T —to)™

The solution of the game with continuous updating and prescribed information horizon
can be found in [12]:

NE _
Tinitial (1) = To

Ui\fgr(tfll) = ﬁ, 7= 1,...,’[7,,
T
xgrE(t) = xoe_%(t_t").

To illustrate the difference between these solutions, consider the numeric example. Assume
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the following values of parameters: n = 3, g = 500, tp = 0, T = 10, T = 1, a; = 0.5,
az = 1, az = 0.9. The equilibrium strategies of the first player and trajectories in different
games are presented in Figure, ¢ and b (for players 2 and 3 the graphs are similar).

It can be noted, that the less information the players have, the faster they try to
extract the resource. So, in the game with random information horizon, player 1 starts with
the rate of extraction 2000, in the game with continuous updating — with the rate 1000
and in the initial game — with 100. Figure, b shows that the fastest resource consumption
corresponds to the game with random information horizon.

7. Conclusion. A differential game model with continuous updating and random
information horizon is presented. The concept of Nash equilibrium for the new class of
games is defined. A new type of Hamilton — Jacobi — Bellman equations are presented and
the technique for defining Nash equilibrium in the game model with continuous updating
is described. The theory of differential games with continuous updating is demonstrated
in the game model of non-renewable resource extraction. The comparison of Nash equilib-
rium and corresponding trajectory in the initial game model and in the game model with
continuous updating is presented, conclusions are drawn.
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Cayuaiinbiii nH(pOPMAIMOHHBIN TOPU30HT B KJiacce auddepeHnaIbHbIX UrP
C HENMpPEPBIBHBIM OOHOBJIEHHEM *

A. B. Typ, O. JI. I[lempocan
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PaccmarpuBaercsa knace nuddepeHnuaabHbIX UIP C HEIPEPHIBHBIM OOHOBJIEHUEM CO CJIyJaii-
HBIM MHMOPMAIMOHHBIM TOpU30HTOM. [Ipeamoaraercsi, 9YT0 HEMPEPHIBHO BO BPEMEHU UT'PO-
kaM nocrynaer nadopmarms (06 ypaBHEHUAX JBIKEHUS U (PYHKIMAX BBIUTPHIIEH ) JINIIb HA
HEKOTOPbII BPEMEHHON IIPOMEXKYTOK C JUINHOM §, 10 Mepe pa3BUTHUsI BpeMeH! MHMOpMaIust
06 urpe obHOBJsieTCst. Briepsbie 3ToT THN Urp ObLT paccMorper Hamu B 2019 1. 3nech momodt-
HATEJIBHO cumTaeM, 9To  — ciaydaitHass BeandnHa. lIpenMeroM maHHONM CTATHU SABISIOTCS
olpesieieHNe KOHIENINN PeIleHNs, OCHOBAHHOI'O Ha paBHOBecuu 110 Hamry, u onucanue tex-
HUKW peleHusi, 6a3upyroreiicss Ha ypaBHeHusix [ amuibrona — Akobu — Bemivana.

Karouesvie crosa: nuddepeHnpaibHast Urpa ¢ HEIIPEPLIBHBIM OOHOBJIEHHEM, PABHOBECHE I10
Hsmry, ypasuenusi lamunbrona — fkobu — Bemmana, cirydaifabiit nHGOpPMAaIMOHHBIN TOpU-
30HT.
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